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A B S T R A C T   

In this paper, an Adaptive RBFNN global fast dynamic terminal sliding mode control (ARBFNNGFDTSMC) is 
designed to situate the main and tail angles of a twin rotor MIMO system (TRMS). The control objective is to 
stabilize the TRMS in a reference position or follow a predefined trajectory. An adaptive RBFNN has been used in 
order to identified unknown nonlinear dynamics of the TRMS. In addition, another adaptive control expressions 
has been added to diminish the wind gusts, external disturbance effects, and to compensate the estimation errors 
of the adaptive RBFNN. Moreover, the stability analysis in closed-loop is assured by using Lyapunov method. The 
developed controller is applied to the TRMS with cross coupling between tail and main subsystems without 
decoupling procedure. Experimental results prove the good control tracking performance in presence of wind 
gusts and external disturbances.   

1. Introduction 

As of late, advanced methods have achieved several novel ideas in 
aircraft conception that are different to their ancestors. The distinctions 
are for the most part in aircraft designs and control strategies. These 
flying platforms, for instance, revolving wing aircrafts and fixed-wing 
vehicles, among others, have obvious points of interest for surveil-
lance and inspection missions. Nonetheless, these flying platforms are 
substantially more complexes with respect to the dynamics and control 
strategy of aircrafts, as their control inputs are torques and forces 
created by the main and tail rotors. Likewise, a high coupling effect 
between the main and tail rotors expands the system nonlinearities. 
These peculiarities of the system acquaint thorough difficulties with the 
controller synthesis and experimental implementation [1,2]. TRMS is a 
flexible aerodynamic system considered as test rig, its comportment is 
like of helicopter. Accordingly, TRMS is regularly utilized in an labo-
ratory to test the viability of a control methodology which is intended 
for a genuine helicopter system. An enormous number of endeavors have 
been made during the previous a very long while. Many strategies are 
utilized to identify the dynamic model of the TRMS as presented in 
[3–5]. Different TRMS control strategies have been developed in liter-
ature [6–20]. Where in [6] the authors proposed a simple PID controller, 

In [7] a PID control has been associated with genetic algorithms in order 
to give an optimized control. A control strategy based on proportional 
integral differential active force control has been proposed in [8]. In [9] 
fuzzy logic techniques has been used to control the TRMS, a linear 
quadratic regulator (LQR) has been designed in [10], another robust 
control method by using nonlinear H∞ has been synthesized in [2,11], 
Sliding Mode Control (SMC) strategy has been utilized in [12–15] to 
control TRMS. The SMC is described by robustness against uncertainties 
and external disturbances. Unfortunately, the chattering phenomenon 
incite high frequency in the control inputs. The referenced works in 
[16,17] proposed a solutions to decrease the chattering phenomenon in 
only simulation, where the authors have not provide any practical 
experimentation. In [18] artificial neural networks are used in order to 
design adaptive dynamic nonlinear model inversion control of the 
TRMS. In [19], the control design depend on the precise mathematical 
model, i.e. the TRMS model was needed to synthesis the control law. The 
most controls design proposed in literature address the instance of 
decoupling control techniques which separate main and tail subsystems 
as presented in [20]. 

In this work an adaptive control strategy has been proposed where 
the decoupling procedures is not required, thereby ameliorating the 
trajectory tracking of the TRMS. In order to further ameliorate the SMC 
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dynamic performance, an efficient method is to use nonlinear sliding 
surfaces. Global fast dynamic terminal sliding mode is one of the 
nonlinear sliding surfaces, which can make system states arrive at the 
equilibrium point along the sliding surface in a shorter time. Unfortu-
nately, in the GFDTSMC the computing equivalent control needs the 
exact knowledge of the dynamic model, the proposed 
ARBFNNGFDTSMC is based on RBFNN, which is utilized to estimate the 
equivalent control of the GFDTSMC where only five radial basis func-
tions are required for this control system and their weightings can be 
established and updated continuously by on-line learning algorithms are 
derived by using Lyapunov stability analysis. 

Motivated by the previous researches, this paper proposes an 
ARBFNNGFDTSMC to overcome the uncertainties, external distur-
bances, and coupling effects for TRMS, where the adaptive RBFNN has 
been utilized in the developed controller so as to identified unknown 
nonlinear dynamics of the TRMS, consequently, another robust adjust-
ment has been presented in the developed control synthesis, to 
compensate the estimation errors and to diminish the external distur-
bance effects. Stability analysis in the closed-loop has been proved using 
the Lyapunov method. In summary, the main contributions of this paper 
are highlighted by:  

1. An adaptive RBFNN has been exploited in the developed controller 
design to identified unknown nonlinear dynamics of the TRMS. In 
addition, another adaptive control expressions has been added to 
diminish the wind gusts, external disturbance effects, and to 
compensate the estimation errors of the adaptive RBFNN.  

2. The stability analysis in the closed-loop has been demonstrated by 
using Lyapunov method where all adjustment laws have been 
provided.  

3. The developed ARBFNNGFDTSMC has been validated in practical 
experimentation. 

Compared with the existing works [13,14,21–26], the contributions 
of this work can be summarized by:  

• In [21], a robust backstepping controller based on the neuro adaptive 
observer for the TRMS is designed and implemented in real time, 
where the nonlinearities of the TRMS are estimated using Chebyshev 
neural network. A tuning scheme based on Lyapunov theory stability 
is developed which can guarantee the boundedness of tracking error. 

Unfortunately, this approach requires a complicate non-linear 
observer, which will increase the complication and calculation 
time. On the other hand, In this work, a robust ARBFNNGFDTSMC has 
been proposed without needing a non-linear observer where the un-
known nonlinearities are approximated by the RBFNN whose weight 
value parameters are adjusted on-line according to some adaptive 
laws. The purpose of controlling the nonlinear system output is to 
track a given trajectory. Based on the RBF model, the Lyapunov 
synthesis approach is used to develop an adaptive control algorithm.  

• The authors in [14], developed an adaptive high order sliding mode 
control for TRMS where the mathematical model of the TRMS is 
pseudo decoupled into horizontal subsystem and vertical subsystem. 
The cross-coupling effect between the main rotor and the tail rotor is 
considered as the uncertainty in the pseudo decoupled TRMS. An 
adaptive tuning law is realized to deal with system uncertainty. In 
addition, a proportional integral (PI) sliding surface is designed for 
the vertical subsystem in order to remove the offset in the pitch angle. 
The simulation results proved that this control technique can 
diminish the chattering phenomenon, but needs the knowledge of the 
sliding surfaces and its derivatives, moreover it is very sensible to 
noise measurement. This control strategy has been performed only in 
simulation without any experimental validation. In this work the 
proposed control has been designed without needing the decoupling 
procedure and without knowledge of the mathematical model of 
TRMS, where the adaptive neural network based on radial basis 
functions (RBF) is used to estimate the equivalent control, the adap-
tive learning algorithms are derived by using Lyapunov stability 
analysis. Furthermore, a novel global fast terminal sliding mode 
controller is designed by employing the proposed reaching law and 
sliding surface, which can quicken the convergence rate of the system 
states in both the reaching phase and the sliding phase. Theoretical 
analysis shows that the proposed controller can guaranty the Lyapu-
nov stability. In addition, practical experimentation results are pre-
sented to verify the effectiveness of the proposed ARBFNNGFDTSMC.  

• In [22], multistage feedback linearization control methodology has 
been developed for TRMS, where the coupling effects are maintained 
in controller derivation, there is no need to decouple the TRMS into 
horizontal and vertical subsystems. Exponential stability of the 
closed loop is guaranteed by using the second method of Lyapunov. 

TRMS

Measurement 

Control

PC

Fig. 1. TRMS configuration.  

Table 1 
Physical parameters of TRMS [27].  

Symbol Definition Value 

I1 Moment of inertia of vertical rotor 6.8 × 10− 2 kg⋅m2 

I2 Moment of inertia of horizontal rotor 2 × 10− 2 kg⋅m2 

a1 Static characteristic parameter 0.0135 
b1 Static characteristic parameter 0.0924 
a2 Static characteristic parameter 0.02 
b2 Static characteristic parameter 0.09 
M g Gravity momentum 0.32 
B1ψ Friction momentum parameter 6 × 10− 3 N⋅m⋅s/rad 
B1φ Friction momentum parameter 1 × 10− 1 N⋅m⋅s/rad 
Kgy Gyroscopic momentum parameter 0.05 s/rad 
Kgx Gyroscopic momentum parameter 0.0163 s/rad 
k11 Motor 1 gain 1.1 
k22 Motor 2 gain 0.8 
T11 Motor 1 denominator parameter 1.2 
T10 Motor 1 denominator parameter 1 
T22 Motor 2 denominator parameter 1 
T20 Motor 2 denominator parameter 1 
Tp Cross reaction momentum parameter 2 
T0 Cross reaction momentum parameter 3.5 
kc Cross reaction momentum gain − 0.2  
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To show the performance and the effectiveness of the proposed 
controller, simulation results are presented without considering the 
practical implementation, the results show a good tracking perfor-
mance. Unfortunately, this control method is sensible to external 
disturbances. In addition, this control method requires a complicate 
non-linear observer to estimate the unmeasured states which in-
crease the intricacy of the controller. On the other hand in this paper 
a robust ARBFNNGFDTSMC strategy has been investigated without 
needing a non-linear observer where a global fast terminal sliding 
mode controller is developed. With the introduction of the nonlinear 
function in the design of the sliding hyperplane, which assures the 
system tracking error convergence to zero in finite time. Further-
more, The output of the RBNN is used to compute the equivalent 
control, The proposed system stability is proved by Lyapunov anal-
ysis. On the other hand in this paper, practical experimentation of the 
proposed control strategy has been performed to the real TRMS.  

• In [23], the authors proposed PID controllers with independent input 
for TRMS. In order to reduce total error and control energy, all pa-
rameters of the controller are obtained by a real-value-type genetic 
algorithm with a system performance index as the fitness function. In 
[24] a fuzzy PID control scheme with a real-valued genetic algorithm 
to control the TRMS to move quickly and accurately to the desired 
attitudes, both the pitch angle and the azimuth angle in a cross- 
coupled condition, a fuzzy compensator is applied to the PID 
controller. The proposed control structure includes PID controllers 
with independent inputs in 2-DOF. In order to reduce total error and 
control energy, all parameters of the controller are obtained by a 
real-valued genetic algorithm with the system performance index as 
a fitness function. The system performance index utilized the integral 
of time multiplied by the square error criterion to build a suitable 
fitness function in the real-valued genetic algorithm. In the control 
strategy proposed in [23,24], the stability analysis is not thoroughly 
proved. In this paper an ARBFNNGFDTSMC is used to achieves fast 
transient response, finite-time convergence and elevates control 
precision. In the proposed control strategy an exponential tracking 
error convergence of the TRMS is demonstrated by utilizing Lyapu-
nov theory in its coupled configuration. Besides, the proposed con-
trol method does not needed decoupling stage.  

• A fuzzy sliding mode control for the TRMS has been developed in 
[13] to decrease the chattering effect, notwithstanding good ob-
tained results but there lacks the experimental validation. In this 
work an adaptive RBFNN has been used in the proposed controller 
design in order to estimate the equivalent control and unknown 

nonlinear dynamics of the TRMS due to uncertainties and external 
disturbances effects, In addition, another adaptive control term has 
been introduced to reduce the external disturbance effects and to 
compensate the approximation errors of the adaptive RBFNN system. 
In addition a practical experimentation of the proposed control has 
been effectuated to the real TRMS.  

• A new control algorithm using model predictive control for TRMS 
has been proposed in [25], Another adaptive feedback linearization 
control strategy has been developed to the TRMS in [26], in order to 
achieve robust trajectory tracking, this two control strategies has 
been validated in real time implementation without taking into ac-
count the wind effects. Contrariwise, in this work, an 
ARBFNNGFDTSMC has been designed, where the proposed fast 
nonlinear terminal sliding surface can give a fast transient response, 
finite-time convergence without singularities problem, and strong 
robustness against wind effects. 

According to the cited precedent papers, this paper elaborates an 
adaptive global fast dynamic terminal sliding mode control method in 
presence of wind effects where the developed control algorithm include 
a RBFNN and adaptive control in order to get a good trajectory following 
of TRMS, in addition stability analysis has been proved by using Lay-
punov method. So as to exhibit ability of the developed control method, 
practical experimentation is performed to the real TRMS prototype. The 
proposed control algorithm permit to avoid the modeling problems, to 
furnish a best robustness and to obtain a desired trajectory following 
with better accuracy in presence of wind effects. The proposed control 
strategy has several advantages such as: 

- The knowledge of dynamic model of TRMS is not required in the 
control design;  

– A strong performances in the presence of external disturbances and 
uncertainties; 

– Achieves fast transient response, finite-time convergence and ele-
vates control precision;  

– The system stability is guaranteed by using Lyapunov method. 
and the main disadvantages of the proposed control  

– There is no specific rule for determining the RBFNN structure. The 
appropriate structure is achieved through experience and trial and 
error.  

– Require huge processing time for large neural networks. 
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Fig. 2. Scheme of the TRMS.  
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The rest of paper is arranged as follows, in Section 2, the TRMS 
description with dynamic modelling are adopted. Section 3 presents 
ARBFNNGFDTSMC design, experiment results are provided in Section 4. 
Section 5 presents performance comparison. Finally, conclusions are 

given in Section 6. 
Abbreviations  

RBFNN Radial Basis Function Neural Network 
ARBFNNGFDTSMC Adaptive RBFNN Global Fast Dynamic Terminal Sliding Mode 

Control 
RBF Radial Basis Functions 
MIMO Multi Inputs Multi outputs 
TRMS Twin Rotor MIMO System 
LQR Linear Quadratic Regulator 
PID Proportional Integral Derivative 
SMC Sliding Mode control 
GFDTSMC Global Fast Dynamic Terminal Sliding Mode Control 
CSMC Classical Sliding Mode Control  

2. TRMS description 

As delineated in Fig. 1, the TRMS is an aero-dynamical system, its 
behavior is like of helicopter formed by two perpendicular rotors incited 
by DC motors, main rotor and tail rotor that are put on a beam which is 
contains counter weight. The main rotor produces a hoist force allowing 
the beam to turn in main or vertical plane (pitch angle noted ψ), while 
the tail rotor allows the beam to turn in tail or horizontal plane (yaw 
angle noted φ). The two rotors are controlled by varying the voltage of 
the DC motors. The main and tail angles measures are obtained by using 
position sensors placed in the pivot. The TRMS is a multi-variable system 
which is described by complex dynamics, high nonlinearities, and cross 
coupling. The system is controlled by using PC (personal computer) and 
the controller can be implemented in Matlab-Simulink environment of 
the interfacing computer to control the real system. The measured and 
control signals are transmitted by Advantech PCI-1711 card. The phys-
ical parameters are presented in Table.1. 

2.1. Dynamic model of TRMS 

The dynamic model of the TRMS is given in [27] by utilizing Newton- 
Euler method expressed as:  

where: w1and w2 are the wind effects. 
The scheme of the TRMS is portrayed in Fig. 2, where unmistakably 

shows the strong cross-coupling effects and dynamic complexity of the 
system. 

3. ARBFNNGFDTSMC design 

The dynamic model in (1) can be rewritten in the state-space form, 
where the state vector is chossen as: 

x = [x1, x2, x3, x4, x5, x6] = [ψ , ψ̇ ,φ, φ̇, τ1, τ2]
T (2)   

The state space model (3) can be rearranged as: 
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ẋ1 = x 2

ẋ2 = fv1 + α1 x2
5 + α2 x5 fv2 + w1

ẋ3 = x4

ẋ4 = fh1 + α3 x2
6 + α4 x6 + w2

ẋ5 = α5 x5 + α6 u1

ẋ6 = α7 x6 + α8 u2

(4)  

where: 

fv1 = −
Mg

I1
sin (x1) −

B1ψ

I1
x2 +

Kgx

I1
x2

4 sin (2 x1)

α1 = a 1
I1

, α2 = b 1
I1

, fv2 = 1 − Kgy x4 cos (x1)

fh1 = −
B1φ
I2 x4 − MR

I2 , α3 = a 2
I2 , α4 = b 2

I2 

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ψ̈ =
1
I1

{
− Mgsin(ψ) − B1ψ ψ̇ + kgxφ̇2sin(2ψ) −

(
a1τ2

1 + b1τ1
)(

kgyφ̇cos(ψ) + 1
)
+ w1

}

φ̈ =
1
I2

{

− B1φφ̇ −
kc(T0s + 1)

Tps + 1
(
a1τ2

1 + b1τ1
)
+ a2τ2

2 + b2τ2 + w2

} (1)   

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ẋ1 = x 2

ẋ2 = −
Mg

I1
sin (x1) −

B1ψ

I1
x2 +

Kgx

I1
x2

4 sin (2 x1) +
a 1

I1
x2

5 +
b 1

I1
x5
(
1 − Kgy x4 cos (x1)

)
+ w1

ẋ3 = x4

ẋ4 = −
B1φ

I2
x4 −

MR

I2
+

a 2

I2
x2

6 +
b 2

I2
x6 + w2

ẋ5 = −
T10

T11
x5 +

k11

T11
u1

ẋ6 = −
T20

T22
x6 +

k22

T22
u2

(3)   
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α5 = − T10
T11

, α6 = k11
T11

, α7 = − T20
T22

, α8 = k22
T22 

The tracking errors variables are defined by: 

e1 = ψd − x1 (5)  

e2 = φd − x3 (6) 

The global fast dynamic terminal sliding surfaces are defined by 
[28–30]: 

s1 =

(

λ1 +
d
dt

)r− 1

e1 + β1 em1/n1
1 (7)  

s2 =

(

λ2 +
d
dt

)r− 1

e2 + β2 em2/n2
2 (8)  

where: r is the relative degree of the system, λ1, λ2, β1, β2,m1,m2, n1 and 
n2 are positive constants with m1 < n1 and m2 < n2. 

The relative degree of the TRMS is r = 3, thus: 

s1 = ë1 + 2 λ1 ė1 + λ 2
1 e1 + β1 em1/n1

1 (9)  

s2 = ë2 + 2 λ2 ė2 + λ 2
2 e2 + β2 em2/n2

2 (10) 

The time derivative of (9) and (10) are calculated as: 

ṡ1 = ψ⃛
d − Fv1 − α5 x5Fv2 − α6 Fv2 u1 − α2 x5Fv3 − ẇ1 + 2λ1

(

ψ̈d − fv1

− α1x2
5 − α2x5fv2 − w1

)

+

(

λ 2
1 + β1

m1

n1
e

m1 − n1
n1

1

)(

ψ̇d − x2

)

(11)  

ṡ2=φ⃛
d − Fh1 − α7 x6Fh2 − α8 Fh2 u2 − ẇ2+2λ2

(

φ̈d − fh1 − α3x2
6 − α4x6 − w2

)

+

(

λ 2
2 + β2

m2

n2
e

m2 − n2
n2

2

)(

φ̇d − x4

)

(12)  

with: 

Fv1 =
∂fv1

∂x1
x2 +

∂fv1

∂x2
ẋ2 +

∂fv1

∂x4
ẋ4  

Fv2 = 2 α1 x5 + α2 fv2  

Fv3 =
∂fv2

∂x1
x2 +

∂fv2

∂x4
ẋ4  

Fh1 =
∂fh1

∂x4
ẋ4 +

∂fh1

∂x5
ẋ5  

Fh2 = 2 α3 x6 + α4 

Let define the following Lyapunov function by: 

V =
1
2

s2
1 +

1
2

s2
2 (13) 

The time derivative of (13) is given by: 

V̇ = s1 ṡ1 + s2 ṡ2 (14)  

V̇ = s1

[

2λ1

(

ψ̈d − fv1 − α1x2
5 − α2x5fv2 − w1

)

+

(

λ 2
1

+ β1
m1

n1
e

m1 − n1
n1

1

)(

ψ̇d − x2

)

+ ψ⃛
d − Fv1 − α5 x5Fv2 − α6 Fv2 u1 −

α2 x5Fv3 − ẇ1

]

+ s2

[

2λ2

(

φ̈d − fh1 − α3x2
6 − α4x6 − w2

)

+

(

λ 2
2

+ β2
m2

n2
e

m2 − n2
n2

2

)(

φ̇d − x4

)

+φ⃛
d − Fh1 −

α8 Fh2 u2 − ẇ2 − α7 x6Fh2

]

(15) 

The control laws u1and u2are given as: 

u1 =
1

α6 Fv2

[

ψ⃛
d − Fv1 − α5 x5Fv2 − α2 x5Fv3 + 2λ1

(

ψ̈d − fv1 − α1x2
5

− α2x5fv2 − w1

)

+

(

λ 2
1 + β1

m1

n1
e

m1 − n1
n1

1

)(

ψ̇d − x2

)

− ẇ1

]

+ μ 1 s1 (16)  

u2 =
1

α8 Fh2

[

φ⃛
d − Fh1 − α7 x6Fh2 + 2λ2

(

φ̈d − fh1 − α3x2
6 − α4x6 − w2

)

+

(

λ 2
2 + β2

m2

n2
e

m2 − n2
n2

2

)(

φ̇d − x4

)

− ẇ2

]

+ μ 2 s2

(17)  

where: μ1and μ2 positive constants. 
Using (16) and (17), it can be cheeked that: 

V̇⩽ − μ1 s2
1 − μ2 s2

2 < 0 (18) 

If we considered the absence of wind effects, i.e., w1 = ẇ1 = w2 =

ẇ2 = 0, the ideal control laws are rearranged as: 

u1 =
1

α6 Fv2

[

ψ⃛
d − Fv1 − α5 x5Fv2 − α2 x5Fv3 + 2λ1

(

ψ̈d − fv1 − α1x2
5

− α2x5fv2

)

+

(

λ 2
1 + β1

m1

n1
e

m1 − n1
n1

1

)(

ψ̇d − x2

) ]

+ μ 1 s1 (19)  

u2 =
1

α8 Fh2

[

φ⃛
d − Fh1 − α7 x6Fh2 + 2λ2

(

φ̈d − fh1 − α3x2
6 − α4x6

)

+

(

λ 2
2

+ β2
m2

n2
e

m2 − n2
n2

2

)(

φ̇d − x4

)]

+ μ 2 s2

(20) 

1Hϕ
2e

2e
lHϕ

nHϕ

ˆequ ϕ

Input 
layer

Hidden   
layer

Output 
layer

∑

Fig. 4. RBFNN topology of the horizontal subsystem.  

1Hψ
1e

1e
lHψ

nHψ

ˆequ ψ

Input 
layer

Hidden   
layer

Output 
layer

∑

Fig. 3. RBFNN topology of the vertical subsystem.  
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The functions Fvi(i = 1, 2, 3), fvj, Fhj(j = 1, 2) and fh1are considered 
unknown and w1, ẇ1,w2 and ẇ2 expression which include wind effects 
are distinctive to zero, in this work an adaptive RBFNN has been utilized 
to solve this problem. The proposed control methodology concern the 
online identification of the ideal control laws u1 and u2 given in (19) and 
(20) by using RBFNN where the neural network weights are adjusted. 

The ideal control laws u1 and u2, can be rewritten as [31]: 

u1 = ueq ψ + μ1 s1 (21)  

u2 = ueq φ + μ2 s2 (22)  

where the equivalent controls ueq ψ and ueq φ are given by: 

ueq ψ =
1

α6 Fv2

[

ψ⃛
d − Fv1 − α5 x5Fv2 − α2 x5Fv3 + 2λ1

(

ψ̈d − fv1 − α1x2
5

− α2x5fv2

)

+

(

λ 2
1 + β1

m1

n1
e

m1 − n1
n1

1

)(

ψ̇d − x2

) ]

(23)  

ueq φ =
1

α8 Fh2

[

φ⃛
d − Fh1 − α7 x6Fh2 + 2λ2

(

φ̈d − fh1 − α3x2
6 − α4x6

)

+

(

λ 2
2 + β2

m2

n2
e

m2 − n2
n2

2

)(

φ̇d − x4

)]

(24) 

The equivalent controls ueq1 and ueq2 can be estimated by a RBFNN as: 

ûeq ψ = WT
ψ Hψ (xψ ) (25)  

ûeq φ = WT
φ Hφ(xφ) (26)  

where Hψ (xψ ) and Hφ(xφ) are the Gaussian function of neural network, 
given by: 

Hψl = Gψ

((
‖xψ − Cψkl‖

2 )

B 2
ψl

)

(27)  

Hφl = Gφ

((
‖xφ − Cφkl‖

2 )

B2
φl

)

(28)  

with: xψ and xφ are the inputs the network, k is the input number of the 
network, l is the number of hidden layer nodes in the network, Hψ =

[Hψ1 Hψ2 … Hψ n]
Tand Hφ = [Hφ1 Hφ2 … Hφ n]

T are the output of 
Gaussian function, Wψ and Wφ are the neural network weights, the 

network input is chosen as xψ =

[

e1 ė1

]T
and xφ =

[

e2 ė2

]T
. 

The topology of RBFNN are depicted in Fig. 3 and Fig. 4. 

The real equivalent control laws ueq ψ and ueq φis expired by: 

ueq ψ = WT*
ψ Hψ(xψ)+ ε1 (29)  

ueq φ = WT*
φ Hφ(xφ)+ ε2 (30)  

where:ε1 and ε2are the estimation error that satisfy the condition: 

{
|ε1|⩽ε1
|ε2|⩽ε2

(31)  

where: WT*
ψ , WT*

ψ are the optimal neural network weights and ε1and ε2are 
unknown positive parameters. 

The estimated equivalent control laws ûeq ψ and ûeq φis given as: 

ûeq ψ = WT
ψ Hψ (xψ ) (32)  

ûeq φ = WT
φ Hφ(xφ) (33) 

The ARBFNNGFDTSMC laws applied to the TRMS are expressed as 
[31]: 

u 1 = ûeq ψ + ε̂1 tanh
(

s1

χ1

)

+ μ 1 s1 (34)  

u2 = ûeqφ + ε̂2tanh
(

s2

χ2

)

+ μ2 s1 (35)  

where: χ1, χ2, μ1 and μ2are designed positive constants. 
By replacing (32) in (34) and (33) in (35), yields: 

u1 = WT
ψ Hψ (xψ )+ ε̂1tanh

(
s1

χ1

)

+ μ1s1 (36)  

u2 = WT
φ Hφ(xφ)+ ε̂2tanh

(
s2

χ2

)

+ μ2s1 (37)  

Wψ and Wφweights are adjusted by: 

Ẇψ = γ1s1Hψ(xψ) − σ1Wψ (38)  

Ẇφ = γ2s2Hφ(xφ) − σ2Wφ (39)  

where: γ1, γ2, σ1 and σ2are designed positive constants. 
ε̂1 and ε̂2are adjusted by: 

˙̂ε1 = η1 s1 tanh
(

s1

χ1

)

− σ3 ε̂1 (40)  

˙̂ε2 = η2 s2 tanh
(

s2

χ2

)

− σ4 ε̂2 (41)  

where: η1, η2, σ3 and σ4are designed positive constants. 

3.1. Stability analysis 

Let Define the following Lyapunov functions as:  

where W̃ψ ,W̃φ, ε̃1and ε̃2are the estimation errors defined by: 

W̃T
ψ = WT*

ψ − WT
ψ (43)  

W̃T
φ = WT*

φ − WT
φ (44)  

V =
1
2

s2
1 +

1
2

s2
2 +

1
2 γ1

W̃ T
ψ W̃ψ +

1
2 γ2

W̃ T
φ W̃φ + +

1
2 η1

ε̃T
1 ε̃1 + +

1
2 η2

ε̃T
2 ε̃2 (42)   
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ε̃1 = ε*
1 − ε̂1 (45)  

ε̃2 = ε*
2 − ε̂2 (46) 

The time derivative of (42) is given as:   

By replacing (29), (30), (32) and (33) in (47) yields: 

TRMS unitComputer+ Advantech PCI 1711 

Simulink model

Real Time 
Windows Target

Executable
program

C code Visual C++

Real time parameters changers

Data acquisition card
PCI 1711- I/O board 

Real time 
workshop

Feedback cable adaptor box

Fig. 6. Experimental configuration of the TRMS.  

Fig. 5. Proposed ARBFNNGFDTSMC scheme.  

V̇ = s1
(
ueq ψ − u1)+ s2

(
ueq φ − u2)+

1
γ2

W̃ T
φ

˙̃Wφ +
1
η1

ε̃T
1

˙̃ε1 +
1
γ1

W̃ T
ψ

˙̃Wψ +
1
η2

ε̃T
2

˙̃ε2 (47)   
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V̇⩽s1

(

WT*
ψ Hψ (xψ ) + ε1 − WT

ψ Hψ (xψ )

− ε̂1 tanh
(

s1

χ1

)

− μ 1 s1

)

+
1
γ1

W̃ T
ψ

˙̃Wψ +
1
η1

ε̃ T
1

˙̃ε1  

s2

(

WT*
φ Hφ(xφ) + ε2 − WT

φ Hφ(xφ)

− ε̂2 tanh
(

s2

χ2

)

− μ 2 s2

)

+
1
γ2

W̃ T
φ

˙̃Wφ +
1
η2

ε̃ T
2

˙̃ε2 (48) 

The optimal parameters vector WT*
ψ and WT*

φ are slowly time varying, 

thus the time derivative of estimation error will be: 

˙̃Wψ = − Ẇψ (49)  

˙̃Wφ = − Ẇφ (50)  

˙̃ε1 = − ˙̂ε1 (51)  

˙̃ε2 = − ˙̂ε2 (52) 

Substituting (49), (50), (51) and (52) in (48) and taking account 
(43),(44),(45) and (46), then (48) is rewritten as:   

1
γ1

W̃ T
ψ Ẇψ −

1
η1

ε̃ T
1

˙̂ε1 −
1
γ2

W̃ T
φ Ẇφ −

1
η2

ε̃ T
2

˙̂ε2 (53) 

By introducing (38), (39),(40) and (41) into (53), yields: 
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Fig. 7. Experimental results for square wave tracking.  
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Fig. 8. Tracking error and it’s dynamics for square wave tracking.  

V̇⩽ − μ 1 s2
1 − μ 2 s2

2 + s1 W̃ T
ψ Hψ(xψ )+ s2 W̃ T

φ Hφ(xφ)+ s1

(

ε1 − ε̂1 tanh
(

s1

χ1

))

+ s2

(

ε2 − ε̂2 tanh
(

s2

χ2

))

− ...

V̇⩽ − μ 1 s2
1 − μ 2 s2

2 + s1

(

ε1 − ε̂1 tanh
(

s1

χ1

))

+ s2

(

ε2 − ε̂2 tanh
(

s2

χ2

))

+
σ1

γ1
W̃ T

ψ Wψ +
σ2

γ2
W̃ T

φ Wφ +
σ3

η1
ε̃ 1 ε̂1 − ...
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Fig. 10. Experimental results for square wave tracking with different frequencies.  
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Fig. 12. Dynamic response of neural network for square wave tracking with different frequencies.  
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Fig. 9. Dynamic response of neural network for square wave tracking.  
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Fig. 11. Tracking error and it’s dynamics for square wave tracking with different frequencies.  
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1
η1

ε̃ 1 η1 s1 tanh
(

s1

χ1

)

−
1
η2

ε̃ 2 η2 s2 tanh
(

s2

χ2

)

+
σ4

η2
ε̃ 2 ε̂2 (54) 

Substituting (45), (46) in (54) we obtain: 
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Fig. 13. Experimental results for triangle wave tracking.  
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Fig. 14. Tracking error and it’s dynamics for triangle wave tracking.  
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Fig. 15. Dynamic response of neural network for triangle wave tracking.  

V̇⩽ − μ 1 s2
1 − μ 2 s2

2 + s1

(

ε1 − ε̂1 tanh
(

s1

χ1

))

+ s2

(

ε2 − ε̂2 tanh
(

s2

χ2

))

+
σ1

γ1
W̃ T

ψ Wψ − ε*
1 s1 tanh

(
s1

χ1

)

+ ...
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Fig. 16. Experimental results for triangle wave tracking with different frequencies.  
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Fig. 17. Tracking error and it’s dynamics for triangle wave tracking with different frequencies.  
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Fig. 18. Dynamic response of neural network for triangle wave tracking with different frequencies.  

ε̂1 s1 tanh
(

s1

χ1

)

+
σ3

η1
ε̃1 ε̂1 +

σ2

γ2
W̃ T

φ Wφ − ε*
2 s2 tanh

(
s2

χ2

)

+ ε̂2 s2 tanh
(

s2

χ2

)

+
σ4

η2
ε̃2 ε̂2 (55)   
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Or equivalently:   
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Fig. 19. Experimental results for sine wave tracking.  
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Fig. 20. Tracking error and it’s dynamics for sine wave tracking.  
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Fig. 21. Dynamic response of neural network for sine wave tracking.  

V̇⩽ − μ 1 s2
1 − μ 2 s2

2 +
σ1

γ1
W̃ T

ψ Wψ − ε*
1 s1 tanh

(
s1

χ1

)

+
σ3

η1
ε̃1 ε̂1 + |s1| ε*

1 +
σ2

γ2
W̃ T

φ Wφ − ε*
2 s2 tanh

(
s2

χ2

)

+ ...
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Fig. 23. Tracking error and it’s dynamics for sine wave tracking with different frequencies.  
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Fig. 24. Dynamic response of neural network for sine wave tracking with different frequencies.  

Wind effects 

Fig. 25. Experimental workbench of the TRMS in presence wind effects.  
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Fig. 22. Experimental results for sine wave tracking with different frequencies.  
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σ4

η2
ε̃2 ε̂2 + |s2| ε*

2 (56) 

Consider the inequality written as follows for any value of ζ > 0 [32]: 

|s| − s tanh
(s

χ

)
⩽ζ χ = ς (57)  

with ζis a constant that verifies ζ = e− (ζ+1), i.e. ζ = 0.2785. 
(56) is rewritten as:   

By utilizing young’s inequality, one has: 

σ1

γ1
W̃ T

ψ Wψ ⩽ −
σ1

2 γ1
W̃ T

ψ Wψ +
σ1

2 γ1
W̃ T*

ψ W*
ψ (59)  

σ2

γ2
W̃ T

φ Wφ⩽ −
σ2

2 γ2
W̃ T

φ Wφ +
σ2

2 γ2
W̃ T*

φ W*
φ (60)  

σl

ηj
ε̃T

j ε̂j⩽ −
σ2

2ηj
ε̃2

j +
σ2

2ηj

⃒
⃒
⃒ε*

j

⃒
⃒
⃒

2
, j = 1, 2 and l = 3, 4 (61) 
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Fig. 26. Experimental results for square wave tracking in presence of wind effects.  
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Fig. 27. Tracking error and it’s dynamics for square wave tracking in presence of wind effects.  
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Fig. 28. Dynamic response of neural network for square wave tracking in presence of wind effects.  
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By introducing (59), (60) and (61) into (58), yields:   

Let’s specify: 

c = min{σ1, σ2, σ3, σ4, 2 μ1, 2 μ2} (63) 

(58) becomes: 

V̇⩽ − cV + ρ (64) 

With: 
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Fig. 29. Experimental results for triangle wave tracking in presence of wind effects.  
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Fig. 30. Tracking error and it’s dynamics for triangle wave tracking in presence of wind effects.  
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Fig. 31. Dynamic response of neural network for triangle wave tracking in presence of wind effects.  
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By Integrating (64), yields: 

V(t)⩽ V(0) e− ct +
ρ
c

(66) 

From (64) it can be demonstrated that the developed control laws of 
TRMS presented in (36) and (37) are stable in spite of the presence of 
wind effects therefore the tracking errors converge to zero. In addition 
the weighting values of radial basis functions can be converged by on- 
line learning with zero initial weighting values. Adaptive training al-
gorithm were derived in the sense of Lyapunov stability analysis as 
presented in (38) and (39), so that system-tracking stability of the 
closed-loop can be assured. The proposed control methodology is 
depicted in Fig. 5. 

4. Experimental results 

The experimental configuration of TRMS with personal computer 
(PC) is presented in Fig. 6. The TRMS comprises by five main compo-
nents, 33-220 TRMS unit, PC, Advantech PCI 1711 card, feedback cable 
adaptor box and on/off switch box. The measures of main and tail angles 
of the beam (ψand φ angles) are given by using digital encoders sensor. 
The measured angles are transmitted to the PC by using the interface 
unit. The voltages control inputs are transmitted to the TRMS, which 
lead the rotors. In this work, a PC (Intel(R) Core(TM) 3.00 GHz pro-
cessor, 1 GB RAM) with 32-bit XP-Windows operating system and 
MATLAB/Simulink environment are used in order to implement in real 
time the developed control strategy. 

The proposed controller was implemented using Simulink, a graph-
ical programming language tool developed by MathWorks. The control 
design flow diagram is depicted in Fig. 6. The Simulink model is trans-
ferred to Real-Time Workshop (RTW) to build a C++ source program. 
C++ compiler compiles and links this program to produce an executable 
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code. Real-Time Windows target is used as an interface between the 
created executable program acting as the control program and the 
input/output (I/O) board [27]. 

4.1. Test1: Square wave tracking 

To treat the regulation mission of the TRMS, square reference tra-
jectories has been considered for main and tail angles, the experimental 
results are depicted in Figs. 7 and Fig. 10, It is remarked that the 
developed control strategy is able to preserving the regulated positions 
as presented in Fig. 7(a and b). Fig. 8(a and b) represents the tracking 
error and it’s dynamics of main and tail subsystems, the dynamic 
response of neural network for square wave tracking is depicted in Fig. 9 
(a and b). 

The pursuit responses of square reference trajectory, with different 
frequencies is carried out with experimentation as showed in Fig. 10(a 

and b) which demonstrates the capability of the proposed control al-
gorithm to deals with diverse coupling of the two subsystems, after small 
transient perturbations in pitch and yaw angles responses as depicted in 
Fig. 10(a and b), due to the discontinuous nature of the square signals. 
The tracking error and it’s dynamics of main and tail subsystems is 
presented in Fig. 11(a and b), the dynamic response of neural network is 
depicted in Fig. 12(a and b). The control input signals showed in (Fig. 7 
(c and d) and Fig. 10(c and d)) are limited to the permit interval. 

4.2. Test2: Triangle wave tracking 

The efficiency of the proposed control method in experimentation 
with triangle reference trajectories are depicted in Fig. 13 and Fig. 16. 
The capability of the triangle trajectory following is confirmed in these 
figures. It is noted that trajectory tracking performances are demon-
strated in practical implementation as presented in Fig. 13(a and b). 
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Fig. 35. Step responses of the TRMS with the proposed controller subject to the external disturbance.  
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Fig. 37. Dynamic response of neural network for external disturbance rejection.  
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Fig. 14(a and b) represents the tracking error and it’s dynamics of 
main and tail subsystems, the dynamic response of neural network for 
triangle wave tracking is depicted in Fig. 15(a and b). 

Fig. 16(a and b) indicates the effectuated trajectories by the TRMS 
with respect to triangle desired trajectory with different frequencies in 
experiment implementation, it is appear that the developed control 
strategy can overcome the coupling effects between the tail and main 
subsystems, after small overshoot in pitch and yaw angles responses as 
shown in (Fig. 10(a and b)) in reason to the nature of the triangle signals. 
The tracking error and it’s dynamics of main and tail subsystems is 
presented in Fig. 17(a and b), the dynamic response of neural network is 
depicted in Fig. 18(a and b). The main and tail control input signals is 
depicted in (Fig. 13(c and d) and Fig. 16(c and d)) are bounded in the 
permit interval. 

4.3. Test3: Sine wave tracking 

The experiment results showed in Fig. 19 and Fig. 22 demonstrate 
the trajectory following responses of the TRMS according to sine refer-
ence signals for main and tail angles, the experimental results of main 
angle (ψ) and tail angle (φ) indicated in Fig. 19(a and b), demonstrate 
the capability of the proposed control method in the trajectory tracking 
problem. 

Fig. 20(a and b) represents the tracking error and it’s dynamics of 
main and tail subsystems, the dynamic response of neural network for 
sine wave tracking is depicted in Fig. 21(a and b). 

In addition Fig. 22(a and b) present the effectuated trajectory by the 
TRMS, with respect to sine reference trajectory with different fre-
quencies in experiment, to prove the efficiency of the proposed control 
methodology to deals with coupling effects between the two subsystems. 
The tracking error and it’s dynamics of main and tail subsystems is 
presented in Fig. 23(a and b), the dynamic response of neural network is 
depicted in Fig. 24(a and b). The control input voltages as shown in 

Fig. 19(c and d) and Fig. 22(c and d) for main and tail DC motors shows 
their limitations in the admitted interval. 

4.4. Test4: Experimental tracking in presence of wind effects 

In order to show the robustness of the proposed control method, 
wind disturbances are added experimentally as presented in Fig. 25. The 
experimental results are depicted in Fig. 26(a and b), Fig. 29(a and b) 
and Fig. 32(a and b) which prove the absolute position of the TRMS in 
main and tail plan, when the wind gusts are introduced. The pursuit 
missions are successfully performed and the reference trajectories are 
followed with high precision. In addition, the proposed control method 
achieves a good rejecting the external disturbances which proves a good 
robustness. Fig. 27(a and b), Fig. 30(a and b) and Fig. 33(a and b) 
represents the tracking error and it’s dynamics of main and tail sub-
systems, the dynamic response of neural network is showed in Fig. 28(a 
and b), Fig. 31(a and b) and Fig. 34(a and b). 

It is also remarked that in Fig. 26(c and d), Fig. 29(c and d) and 
Fig. 32(c and d) the control input signals are bounded in the allowed 
interval. 

4.5. Test5: Robustness test 

To test the robustness of the TRMS with the proposed controller, 
another type of external disturbance is introduced by offering a small 
jerk to the main and tail rotors. According to the practical results of the 
TRMS depicted in Fig. 35(a and b), it can be observed that the TRMS 
with the proposed controller is robust to the external disturbances. 
Fig. 36(a and b) represents the tracking error and it’s dynamics of main 
and tail subsystems, the dynamic response of neural network is showed 
in Fig. 37(a and b). 

In Fig. 35(c and d), it is remarked a peaking phenomena happens in 
the input control signals to surmount the abrupt variations of TRMS 
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Fig. 38. Square wave tracking comparison between the proposed ARBFNNGFDTSMC, GFDTSMC, CSMC and PID control with wind effects.  
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Fig. 39. Triangle wave tracking comparison between the proposed ARBFNNGFDTSMC, GFDTSMC, CSMC and PID control with wind effects.  
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angles, provoked by external disturbances. From experimental results, 
the proposed control method demonstrates a good performances of 
trajectory following. 

In summary, from the tests presented in this section, it can be stated 
that the employs of the proposed ARBFNNGFDTSMC allows obtaining a 
high-performance control with a stabilize the TRMS in a reference po-
sition or follow a predefined trajectory. From implementation side, the 
time duration for the algorithm compilation is determined using one of 
the timers of the Advantech PCI 1711 card, which providing more 
bandwidth for data transmission and allowing faster read/write speed. 
The reported turnaround time (execution time) in the Simulink of the 
whole algorithm including the angles calculation ψand φ angles (from 
the resolver), the reference angles, the voltages control inputs are 
transmitted to the TRMS and the proposed controller (solving differen-
tial equations using Simulink by Euler method) is inferior to sampling 
rate (real time). In addition the algorithm can be coded in C language, 
and based on the available powerful control cards (DSP, FPGA, dsPIC…), 
the processing time and CPU utilization will not be affected much by the 
execution of the proposed algorithm. 

5. Performance comparison 

To explore the effectiveness of the proposed ARBFNNGFDTSMC, a 
comparison between the tracking problem in presence of wind effects 
obtained using the proposed controller, the global fast dynamic terminal 
sliding mode control (GFDTSMC), the classical sliding mode control 
(CSMC) and the PID control, have been performed experimentally on the 
TRMS. The tracking responses of fours controllers are depicted in 
Fig. 38, Fig. 39 and Fig. 40. Therefore, as shown in Fig. 38(c), Fig. 39(c) 
and Fig. 40(c) the Euclidean error of the proposed controller is a 
significantly smaller than that of the conventional controllers due to the 
adaptive learning capabilities of ARBFNNGFDTSMC strategy. 

For quantitative comparison between four previous control methods, 
root-mean-square error (RMSE) is used as the comparison criteria. 
Table.2 and Fig. 41 shows the RMSE values of the experimental results in 
presence of external disturbances (wind effects) using the GFDTSMC, 
CSMC and PID control and the ARBFNNGFDTSMC approach. It is 
observed that the proposed ARBFNNGFDTSMC offers the smallest values 
control of RMSE, whereas the PID control present the largest values of 
RMSE. It can be seen that the system performances are better, when 
using the proposed ARBFNNGFDTSMC as compared to the GFDTSMC, 
CSMC and PID control controllers. 

0
0.05

0.1
0.15

0.2
0.25

0.3
0.35

0.4
0.45

0.5

Pr
op

os
ed

 A
RB

FN
NG

FD
TS

M
C 

GF
DT

SM
C

CS
M

C

PI
D

Pr
op

os
ed

 A
RB

FN
NG

FD
TS

M
C 

GF
DT

SM
C

CS
M

C

PI
D

Pr
op

os
ed

 A
RB

FN
NG

FD
TS

M
C 

GF
DT

SM
C

CS
M

C

PI
D

Square wave tracking Triangle wave tracking Sine wave tracking

Fig. 41. RMSE Histogram of the proposed ARBFNNGFDTSMC, GFDTSMC, CSMC and PID control.  

Table 2 
RMSE values for the proposed ARBFNNGFDTSMC, GFDTSMC, CSMC and PID control.  

Scenario Controller Types RMSE values (Rad) 

Square wave tracking Proposed ARBFNNGFDTSMC 0.0982 
GFDTSMC 0.1902 
CSMC 0.2331 
PID 0.3210  

Triangle wave tracking Proposed ARBFNNGFDTSMC 0.1344 
GFDTSMC 0.2017 
CSMC 0.2430 
PID 0.3278  

Sine wave tracking Proposed ARBFNNGFDTSMC 0.2153 
GFDTSMC 0.3452 
CSMC 0.3980 
PID 0.4755  

M.Z. Ghellab et al.                                                                                                                                                                                                                              



Measurement 168 (2021) 108472

21

From the comparative study, it can been concluded that the proposed 
control strategy is characterized by robust trajectory tracking perfor-
mance in presence of external disturbances such as wind effects, with -
low tracking error and without exact knowledge of system parameters. 

6. Conclusion 

In this work, an experimental validation of ARBFNNGFDTSMC of 
TRMS which characterized by a high nonlinearities and cross-coupling 
effect between the main and tail subsystems. An adaptive RBFNN has 
been used in the proposed control design in order to identified unknown 
nonlinear dynamics of the TRMS. In addition, another adaptive control 
expressions has been added to diminish the wind gusts, external 
disturbance effects, and to compensate the estimation errors of the 
adaptive RBFNN. 

In addition, by utilizing the Lyapunov method, it has been demon-
strated that the closed-loop system with the developed controller is 
stable. The capability of the developed controller has been tested with 
several desired trajectories and it has been proven that the TRMS can 
follow reference trajectories with good precision. Also, it was proven in 
practical results that the developed controller has good robustness 
versus wind effects and better external disturbance rejection. Hence-
forth, with respect to the alluring capability of the proposed controller in 
real time, it might be utilized to control others types of non linear sys-
tems and unmanned aerial vehicles. 
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