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#### Abstract

This paper proposes a generalized technique to minimize power losses of PV arrays connected in Total Cross-Tied (TCT), under both current and voltage mismatch effects. The proposed method is based on the classification of the electrical data of the PV modules composing the photovoltaic array in order to identify the mismatch type, then applying an arrangement of the PV modules according to the mismatch type found. The design process of the proposed algorithm is detailed and its validity and performance are verified under different mismatch scenarios. The efficiency enhancement is verified for different mismaths cases and the computed results reveal that the proposed algorithm can achieve an improvement of around $30 \%$ in the PV array power. Furthermore, a comparative study with SuDoKu and genetic algorithms are performed. The obtained results under MATLAB/Simulink software highlighted the superiority of the proposed method in comparison to the compared ones. The enhancement resides in the implementation simplicity as well as in the minimization of the number of infection points indicating smooth I-V and P-V characteristic curves.


## 1. INTRODUCTION

In a world where the environment faces threats from pollution and the greenhouse effect, the production of electricity by clean means has become an essential necessity [1]. Solar photovoltaic (PV) represents a clean and nonexhaustive energy source [2]. It is a vital component of renewable energy which can help the world to meet its evergrowing energy needs, as well as limit the increasing emissions of greenhouse gases and reduce environmental pollution [1, 3, 4]. According to the latest statistics from the International Energy Agency (IEA), solar photovoltaic production increased by $22 \%$ ( +131 TWh ) with the second highest absolute production growth of all renewable technologies, slightly behind wind power and ahead of hydroelectricity [5]. In other words, the photovoltaic is an intermittent energy. It is an interesting solution as an alternative or complement to conventional sources of electricity production, due to its many advantages such as the electricity production of the free and renewable energy of the sun with no fuel requirement, a medium reliability that is low in maintenance, it is silent, clean and environmentally friendly [6-8]. However, the PV system efficiency is subject to various factors such as working condition changes (solar radiation, temperature, dust, shade) and ageing. These effects become serious challenges that deteriorate the PV system output power since the PV array is composed of interconnected PV modules that can have different conditions [9]. As result, the efficiency decreases due to mismatch losses [10, 11].

Indeed, interconnections of solar cells (or modules) that do not have the same properties or that are under different meteorological conditions from one another yield to a deteriorated efficiency. In practice, mismatch issue, is reflected reduction of the current or/and the voltage of the concerned module [12, 13]. Another key point to remember, the partial shading is just a part of mismatch issue and is not the only phenomenon influencing power generation. The temperature of the solar cells is a very important parameter that cannot be neglected in the behaviour of solar modules [14, 15]. During the last few years, the number of installed PV modules has been increasing significantly. The estimated lifetime of PV modules is around 25 years. During this time, the PV modules suffer degradation caused by exposure to solar radiation, humidity and temperature difference [16]. The ambient temperature variation and the ageing of the PV modules strongly influence the electrical parameters [17]. During parallel connection of PV modules under nonhomogeneity, the affected modules PV force the healthy modules to operate in the negative voltage area and results in a net loss of the voltage in the system. The affected modules absorb the power and begin to act as a load. In other words, affected modules PV dissipate power as heat and cause hot spots [18]. To deal with, many studies based on reconfiguring the solar PV modules have been carried in literature [19-24]. The reconfiguration of solar PV arrays is a well-known and a widely used method to increase the power output and production efficiency of power generation. The conventional configuration type of a solar PV system can be categorized
into four types: serial-parallel (SP), HC (honey-comb), bridgelinked (BL), and total cross-tied (TCT). In case of the SP, this type of configuration is a combined series and parallel connection of every module. In BL, HC, the connection of every module is similar to the SP configuration, but the connections of certain lines within each chain are added. Lastly, in TCT, the connection of every module is almost the same as in BL, except there are connections for all the lines between each string. The TCT configuration is mostly adequate to minimize operating losses when a PV array is under shade [19].

To deal with, in this paper a generalized technique to minimize power losses of PV arrays is proposed. This method is based on the classification of the electrical data of the PV modules composing the photovoltaic array in order to identify the mismatch type, then applying an arrangement of the PV modules according to the mismatch type found. The main contributions of this paper are listed below:

- New method has been proposed and investigated.
- The proposed approach provides a better output power in any mismatch conditions.
- Comparative study with TCT, SuDoKu, and GA methods.
- Proposing a simple, fast and accurate algorithm, with absolute precision. It can easily be coded in any machine language, with real-time execution and without heavy computation.
- The reconfiguration is based on the electrical reallocation of PV modules which is initially interconnected in TCT, while keeping the physical location of the PV modules unchanged (no more wiring).
- Provides a better energy harvest in any mismatch conditions (shading, temperature, aging...).
- Additionally to the improved output power, the shapes of the I-V and P-V curves obtained are smooth with a minimum number of infection points (local minimum), this important contribution will facilitate the finding of the global power point (GMPP) by the MPPT controller.

To validate the proposed algorithm, several mismatch scenarios have been applied on a solar PV system. For further validation, a comparative investigation with the GA genetic algorithm is also carried out. MATLAB /Simulink software is used for simulation.

The rest of this paper is arranged as follows. Section 2 summarizes the related works on adaptive reconfiguration of solar array connections techniques. However, in section 3 describes the electric characteristics of a PV solar cell. Section 4, present the PV solar array mismatch losses. In section 5, the proposed algorithm is described in detail. In section 6, the performance assessment of the proposed method in comparison with TCT, SuDoKu and GA reconfiguration techniques are presented. In addition, the obtained results from the comparative simulation study are highlighted and discussed in this section. Section 7, summarizes the main conclusions of the presented work.

## 2. RELATED WORKS

Different studies are performed to evaluate the different cited configurations. In 2009 Ramaprabha and Mathur studied the impact of the shading in solar PV array under a series configuration [20]; employing a software simulation in MATLAB using MPPT method. The results indicate that a shaded module behaves like an electrical load and can be
affected by heat accumulation. To protect solar PV module against such damage, they have used bypass diodes, the main inconvenience is to have many local maximums in the output signal, which implies a difficulty to follow the point of maximum output power. In 2011, Buddha [21] studied the PV array configuration by utilizing 52 PV solar panels which were placed in an array of $13 \times 4$. The effectiveness of the conventional configuration was tested and confirmed. If parts of PV modules are shaded, the power output varies according to the number of shaded modules. The SP configuration can produce the maximum output at low shaded areas. Therefore, the TCT configuration can offer the maximum output, which is $5 \%$ higher than the SP , at higher shaded areas. In 2013, Rani et al. [22] proposed a new method of reconfiguring the PV modules interconnected in TCT, the approach based on the Su Do Ku puzzle patterns to distribute the shading effect over the entire array. A solar system of 81 PV modules $(9 \times 9)$ interconnected in TCT was studied using the proposed approach, under different shading scenarios and an improvement up to $26 \%$ especially in the first case studied (short wide) was found. However, in other cases, the power enhancement was $3.6 \%$ to $20.5 \%$. In 2015, Deshkar et al. [23] presented a reconfiguration of 81 PV modules placed on $9 \times 9$ modules and interconnected in TCT via MATLAB/Simulink. The solar irradiation varied between 200 and $900 \mathrm{~W} / \mathrm{m} 2$. The genetic algorithm (GA) has been utilized for finding an ideal reconfiguration for every shadow in order to achieve the maximal output power. This study found that the GA provided $34.96 \%$ more power than a fixed TCT configuration. It is noted that this algorithm has been tested for only one mismatch issue (shading).

There are many studies explaining the methods of reconfiguration that minimize the impact of shading on the solar photovoltaic array as much as possible. To find a suitable reconfiguration method, mathematical methods, relocation methods and meta-heuristic methods, like GA, and Particle Swarm Optimization (PSO) were used [24].
The cited methods above allow increasing the efficiency of PV installations. However, it's worth to be mentioned that each method has its own limitation, specifically regarding to the mismatch origins. For instance, with methods based on dynamic reallocation of PV modules, the following points may be underlined:

- Need for high-speed processing and high working memory capacity.
- Need for a larger adaptive bank to respond to all possible types of shadows, which increases the cost of the system considerably.
- Only treats the phenomenon of shading.

For methods of physical reallocation of PV modules:

- Low shadow dispersion.
- A complexity of wiring.
- Treated the phenomenon of shading only.

In the last years, the PV modules suffer degradation caused by exposure to solar radiation, humidity and temperature difference. En consequence, the Potential Induced Degradation (PID) loss in solar cells and the other failures like diode failure, cells interconnect failure breakage are affected the PV array installation. Those failures influence in the voltage output of the PV modules. Therefore, it makes a voltage mismatch between the PV modules constitute the PV array. In this respect, the authors have proposed a new approach to deal with the voltage and current mismatch phenomena affecting the PV array.

## 3. ELECTRIC CHARACTERISTICS OF A PV SOLAR CELL

A photovoltaic solar cell is characterized by its currentvoltage curve, which is divided into four quadrants. However, the behaviour of the PV cell extends over three zones (I, II and IV) and depends on its polarization condition, as shown in the Figure 1. However, zone $\mathrm{I}(\mathrm{I}>0, \mathrm{~V}>0)$ corresponds to generator operation. If the current flowing through the cell, due to the external circuit, exceeds the value of the shortcircuit current (zone II), the cell works as a receiver, with a very high impedance, like a reverse-biased diode. If the voltage across the cell exceeds Voc (zone IV), the cell will work as a receiver again, but this time with very low impedance, like a forward biased diode. We observe that in zones II and IV, the solar cell behaves as a receiver by dissipating energy. It is therefore important to prohibit its operation in these two zones to avoid destruction. However, in Zone I, the solar cell works as a generator by providing power. Idealistically, it is desired operation to keep it in this area of operation [25, 26].


Figure 1. I-V characteristics with the operation mode in each

## 4. PV SOLAR ARRAY MISMATCH LOSSES

Mismatch losses result from the interconnection of PV solar cells or PV modules are either in series or parallel. The mismatch losses are a serious issue in PV modules and arrays because this causes a drop in output power, reducing the efficiency and performance of the system. Indeed, in the worst case, the efficiency of the whole PV array is determined by the solar module with the lowest efficiency. As an example, when one PV module is shaded and the other modules are not, the power generated by the "good" modules may be dissipated by the worst performing module rather than being used to supply the load. In turn can lead to very localized power dissipation and resulting local heating can cause irreversible damage to the PV module. The mismatch problem can be categorized into two classes [27, 28]:

- Voltage mismatch: it is due to the temperature variation of one or more PV modules, or a reduction in the parallel resistance value caused by the ageing of the PV modules.
- Current mismatch: it is due to shading of the PV modules or an increase in series resistance due to the ageing phenomenon.

The mismatch in the parallel connection is found in the large array of PV solar module. Voltage mismatch is occurring
when strings with different voltage (measured independently) are interconnected and, as a result, the total installation is operating at a voltage equivalent to that of the worst performing string (leading to power output losses). However, a more serious problem is encountered when there is a large voltage mismatch between strings interconnected in parallel. Due to this strong mismatch, the modules start operating at a point far from their Maximum Power Point (MPP). This operation, in addition to the power loss, causes inverter to operate longer outside its ideal voltage range, which affects the efficiency of the power inverter.

### 4.1 PV Cells or modules connected in parallel without a mismatch issue

$$
\begin{align*}
& I_{T}=I_{1}+I_{2}  \tag{1}\\
& V_{T}=V_{1}=V_{2} \tag{2}
\end{align*}
$$



Figure 2. PV cells in parallel connection without a mismatch issue

A case of modules connected in parallel without any mismatch problems is shown in Figure 2. In this case, the terminal voltage of combination of modules is always same, while the total current of the combination is the sum of the currents in the individual modules [27].

### 4.2 PV Cells or modules connected in parallel with the mismatch issues



Figure 3. PV cells in parallel connection with a voltage mismatch


Figure 4. I-V curve example of two PV cells connected in parallel with a voltage mismatch

Figure 3 shows two cells connected in parallel with a voltage drop in the first cell due to ageing or an increase in the ambient temperature. The affected PV cell or module has started to dissipate power from the other cells or modules connected in parallel, due to its operation in zone IV, as mentioned in the previous section (II). Therefore, the voltage mismatches for two modules in parallel, as shown in the Figure 4. The individual modules are shown in red and blue and the green curve indicates the IV curve of combination.

In the current axis, the combined current is the sum of the individual current. Therefore, in the voltage axis, the resulting voltage was led by the lowest voltage module (blue curve), as discussed in the previous section, when the voltage across the cell exceeds Voc due to the parallel module (red curve), the lowest voltage module (blue curve) begins working in the zone IV as a load with very low impedance, resulting a progressive dissipation of the combined output voltage (green curve). The combination voltage is between the voltages of the individual modules [27].

However:

$$
\begin{gather*}
V_{o c 1}<V_{o c 2}  \tag{3}\\
V_{T}=V_{\text {ocl }}+\zeta \text { where } I_{T}=0  \tag{4}\\
I_{T}=I_{1}+I_{2}  \tag{5}\\
P_{T}=V_{T} \times I_{T} \tag{6}
\end{gather*}
$$



Figure 5. A graphical way to calculate the combined voltage

The terminal voltage can be measured by an easy method of calculating the combined open circuit voltage (Voc) of mismatched modules connected in parallel (Figure 5). The curve for the higher voltage of modules is reflected in the voltage axis, so that the intersection point between curves of the higher and lower voltage is the voltage of the parallel configuration (at $\mathrm{I} 1+\mathrm{I} 2=0$ ) [27].

## 5. PROPOSED APPROACH

The output power is optimized by minimizing the losses due to different types of mismatches between the PV modules. A simple algorithm is proposed (See Figure 6) which has the possibility to reconfigure the PV modules according to the type of existing mismatch. In the first step, and after having the database of voltage and current values of each PV module, we classify the mismatch to choose an appropriate algorithm. In the case of the voltage, we apply the voltage balancing algorithms. Otherwise, for the current mismatch type, the row current balancing algorithm is used. If the mismatch problem is hybrid (voltage and current), the power balancing algorithm is applied. In the following section, we will provide a descriptive detail about the employed algorithms.

```
Input: VM (i, j), IM (i, j)
Output: Reconfiguration Algorithm.
IF (voltage mismatch)
    IF (current mismatch)
        Applied Algorithm 3 (subsection 4.3)
    End
            Applied Algorithm 1(subsection 4.1)
End
IF (current mismatch)
        Applied Algorithm 2 (subsection 4.2)
        End
            STOP
End
```

Figure 6. The Pseudo code for proposed reconfiguration technique

### 5.1 Voltage-Balancing algorithm



Figure 7. Main steps of the voltage balancing algorithm
The PV array under voltage mismatch conditions has a better power output when the affected modules are grouped in the same row, or in a limited number of rows. Figure 7 shows the principle of balancing algorithm based on measuring the output voltages of each PV module. The first step is to extract the voltage values of each PV module of PV array by putting the data into a matrix $(\mathrm{n} \times \mathrm{m})$. This voltage matrix is then
converted into a state vector. These voltages are then sorted according to their values in an increasing order. The vector of the numerical values of voltages is then truncated on the number of columns $n$ of the data matrix to obtain $m$ lines of values of nearby parallel voltages. Then this combination is injected into the truth table where it is defined in the state of switches to be piloted. As illustrated in Algorithm 1, a simple method used to reconfigure the PV array under voltage mismatch conditions.

A $\lg$ orithm 1 :Voltages Balancing

INPUT: $V_{\text {out }}, V_{\text {pilot }}$
OUTPUT: VM ${ }_{\text {NEW }}(i, j)$ NewVoltages Matrix
1-Filling of the voltages matrix $V M(i, j)$.
2-Converting the voltages matrix $V M(i, j)$ to a state vector $A(k)$.
For $i=1$ to $n d o$

$$
\begin{aligned}
& \text { For } j=1 \text { to } m \text { do } \\
& \begin{array}{l}
A(k)=V M(i, j) \\
k=k+1
\end{array} \\
& \text { End For }
\end{aligned}
$$

End For
3-Sort the voltages values of $A(k)$ from $l$ arg est to smallest.
For $i=1$ to $n \times m-1$ do

$$
\begin{gathered}
\text { For } j=i+1 \text { to } n \times m \text { do } \\
\text { if } A(i)>A(j) \text { Then } \\
X=A(i) \\
A(i)=A(j) \\
A(j)=X \\
\text { End if }
\end{gathered}
$$

## End For

End For
4 -Truncated the voltage vector by $n$ (column number) to get new $V M_{\text {NEW }}$
For $i=1$ to $n d o$
For $j=1$ to $m$ do
$V M_{\text {NEW }}(i, j)=A(k)$
$k=k+1$
End For
End For

A $\lg$ orithm 2: Currents Balancing

INPUT: $I_{\text {out }}, I_{\text {pilot }}$

OUTPUT : IM $_{\text {NEW }}(i, j)$ New Currents Matrix
1- Filling of the Currents matrix IM $(i, j)$.
2 - Converting the currents matrix $V M(i, j)$ to a state vector $B(k)$.
For $i=1$ to $n d o$

$$
\begin{aligned}
& \text { For } j=1 \text { to } m \text { do } \\
& B(k)=I M(i, j) \\
& k=k+1 \\
& \text { End For }
\end{aligned}
$$

End For
3-Sort the voltages values of $B(k)$ from $l$ arg est to smallest.
For $i=1$ to $n \times m-1$ do

$$
\begin{aligned}
& \text { For } j=i+1 \text { to } n \times m d o \\
& \qquad \begin{array}{c}
\text { if } B(i)>B(j) \text { Then } \\
X=B(i)
\end{array}
\end{aligned}
$$

$$
\begin{aligned}
& \qquad \qquad \begin{array}{l}
\qquad(i)=B(j) \\
\text { End if } \\
\text { End For } \\
\text { End For } \\
4-\text { Truncated the cuurents vector by } m(\text { rows number }) \\
\text { to get new } I M_{\text {NEW }} \\
\text { For } j=1 \text { to } m \text { do } \\
\text { For } i=1 \text { to } n d o \\
\quad I M_{\text {NEW }}(i, j)=B(k) \\
k=k+1 \\
\text { End For } \\
\text { End For }
\end{array}
\end{aligned}
$$

End For

```
Algorithm 3 : Power Balancing
INPUT : \(V_{\text {out }}, V_{\text {pilot }}, I_{\text {out }}, I_{\text {pilot }}\)
OUTPUT : \(\mathrm{PM}_{\text {NEW }}(i, j)\) New Power Matrix
1 - Filling of the voltages matrix \(\operatorname{VM}(i, j)\).
2 - Filling of the currents matrix \(\operatorname{IM}(i, j)\).
3 - Claculate PM ( \(i, j\) ).
4 - Converting the Power matrix \(\mathrm{PM}(i, j)\) to a state vector \(C(k)\).
For \(i=1\) to \(n d o\)
    For \(j=1\) to \(m\) do
    \(C(k)=P M(i, j)\)
    \(k=k+1\)
    End For
End For
3 - Sort the power values of \(C(k)\) from largest to smallest.
For \(i=1\) to \(n \times m-1\) do
    For \(j=i+1\) to \(n \times m\) do
                if \(C(i)>C(j)\) Then
                \(X=C(i)\)
                \(C(i)=C(j)\)
                \(C(j)=X\)
            End if
        End For
End For
    4 - Truncated the power vector by m (row number)
                                    to get new PM
For \(j=1\) to \(m\) do
    If \(j\) is even
        For \(i=1\) to \(n\) do
        \(P M_{\text {NEW }}(i, j)=C(k)\)
        \(k=k+1\)
        End For
Else \(j\) is odd
    For \(i=n\) to 1 do
        \(P M \quad(i, j)=C(k)\)
        \(k=k+1\)
        End For
End For
```


### 5.2 Current-Balancing algorithm

The algorithm 2 shows a simple idea to balance the distribution of currents in the PV array. The steps are same as the voltage balancing algorithm mentioned earlier, with a modification on step 4. The vector of the numerical values of the currents is truncated on the number of rows $m$ of the data matrix in order to have n values of similar current series.

### 5.3 Power-Balancing algorithm

In this section, we present the power balancing algorithm,
after starting the measurements of voltages and currents of each module separately. We arrange these PV modules according to their power values. The order of arrangement is according to the number of columns. An increasing arrangement for the even columns and decreasing for the odd ones. A glance at the algorithm 2 shows the details of the idea involved.

## 6. RESULTS AND DISCUSSION

The MATLAB/Simulink simulation software is employed to validate our approach and the analyses performed in the previous sections. In the first part of the simulation, we validate our proposed algorithm on a solar system with 16 $(4 \times 4)$ modules PV interconnected in TCT, under various mismatch scenarios such as partial ageing, temperature variations and partial shading. Furthermore, the PV module type is (1Soltech 1STH-215-P), with MPP 215[W] at STC is used. In the second part, we validate the proposed approach with a method already used in the reference [23]; a PV system of $81(9 \times 9)$ modules were used, with a MPP of 80 [W] at STC.

Figure 8 shows the various faults applied to the PV array to have the mismatch phenomenon.


Figure 8. Different phenomena can be found, (a) high temperature, (b) partial shading $\left(100 \mathrm{w} / \mathrm{m}^{2}\right)$, (c) partial shading $\left(500 \mathrm{w} / \mathrm{m}^{2}\right)$, (d) a decrease in the parallel resistance and (e) an increase in the series resistance

### 6.1 Simulation of $16(4 \times 4)$ PV modules under various mismatch conditions

### 6.1.1 Voltage mismatch issue simulation

In Figure 9(a), the first test is carried out by creating the ageing scenario of $12.5 \%$ PV array, with the same number of PV modules under high temperature $\left(60^{\circ} \mathrm{C}\right)$. The obtained arrangement by the proposed method is shown in Figure 9(b). The results of simulation are displayed in Figure 10, and Table 1. It shows a remarkable optimization of output power of about $20 \%$. It is observed that FF is also increased by more than $39 \%$. The proposed algorithm rearranges the modules realizing a PV module voltage balancing. The aim is to have, if possible, PV modules with the close voltage value on the same row. In this case 2, as shown in Figure 11(a), we apply a voltage mismatch on the PV array, by increasing the temperature $\left(60^{\circ} \mathrm{C}\right)$ of 4 PV modules ( $25 \%$ ), and also with the insertion of PV modules ( $25 \%$ ) having a low parallel resistance value (ageing). The obtained arrangement by the proposed method is shown in Figure 11(b). As observed in Figure 12, and the Table 2, the proposed algorithm optimizes the output power by more than $30 \%$, with a significant increase in the output voltage.

### 6.1.2 Current mismatch issue simulation

The second case of the simulation shows behaviour of the proposed algorithm under the different scenarios of current
mismatch, such as partial shading and ageing of PV modules (Increase of series resistance).

This case of simulation starts with a PV array having a quarter of PV modules under partial shading and high value of series resistance (ageing) as shown in Figure 13(a). Figure 13(b) shows the arrangement achieved using proposed method. The output power has been improved by minimizing losses. Figure 14, and Table 3 reveals an acceptable outcome, which results in a gain of about $12 \%$. The proposed algorithm can reduce the effect of bypassing using the equalization of the rows currents.

In the case 4, a PV array under $50 \%$ of infected PV modules is shown in Figure 15(a). The obtained arrangement by the proposed method is shown in Figure 15(b). After using the proposed algorithm, the maximum power has been improved by more than $24 \%$ as shown in Figure 16, and the Table 4. There is a substantial increase in output voltage due to elimination of the bypassed module problem (short-circuit mode).

### 6.1.3 Power mismatch simulation

In the last part of the simulation, the proposed algorithm is applied to a more complex PV system. It is about a PV array having PV modules that degrade both voltage and current.

Figure 17(a) shows the last case studied in this part of a PV array having an important number of PV modules infected by different mismatch phenomena. The obtained arrangement by the proposed method is shown in Figure 17(b). As shown in Figure 18, and Table 5, the result obtained in this case is less than previous cases of power gain. Whereas, the shape of $\mathrm{P}-\mathrm{V}$ curve obtained is optimal (smooth curve with the minimum number of infection points), due to disabling of bypass diodes. The optimization of I-V and P-V characteristic curve is very important to easily find the GMPP global power point.

Case 1: 2 PV modules $\mathrm{M}(1,1)$ and $\mathrm{M}(2,1)$ are aged (Low Rsh ), With High temperature in $\mathrm{M}(1,4)$ and $\mathrm{M}(4,3)$.


Figure 9. PV array under $25 \%$ of infected modules, (a) TCT configuration, (b) proposed algorithm arrangement

Table 1. Simulation results of case 1

| Configuration | Pm | Vm | Im | Loss\% | FF\% |
| :---: | :---: | :---: | :---: | :---: | :---: |
| TCT | 1823 | 79.37 | 22.97 | 46.99 | 43.51 |
| Proposed | 2511 | 90.14 | 27.86 | 26.99 | 82.83 |
| Algorithm |  |  |  |  |  |



Figure 10. I-V and P-V characteristic curve for case 1
Case 2: 4 PV modules $\mathrm{M}(1,1), \mathrm{M}(1,2), \mathrm{M}(2.1)$ and $\mathrm{M}(2.2)$ are aged (Low Rsh ), With High temperature in $\mathrm{M}(3,1), \mathrm{M}(3,4)$, $\mathrm{M}(4,2)$ and $\mathrm{M}(4,3)$.


Figure 11. PV array under $50 \%$ of infected modules, (a) TCT configuration, (b) proposed algorithm arrangement


Figure 12. I-V and P-V characteristic curve of case 2
Table 2. Simulation results of case 2

| Configuration | Pm | Vm | Im | Loss\% | FF\% |
| :---: | :---: | :---: | :---: | :---: | :---: |
| TCT | 1435 | 55.39 | 25.9 | 59.29 | 43.59 |
| Proposed <br> Algorithm | 2375 | 81.77 | 29.04 | 30.97 | 65.79 |

Case 3: 2 PV modules $\mathrm{M}(1,1)$ and $\mathrm{M}(1,2)$ are aged (High Rs), With a partial shading in $\mathrm{M}(1,3)$ and $\mathrm{M}(1,4)$.


Figure 13. PV array under $25 \%$ of infected modules, (a) TCT configuration, (b) proposed algorithm arrangement


Figure 14. I-V and P-V characteristic curve for case 3
Table 3. Simulation results of case 3

| Configuration | Pm | Vm | Im | Loss\% | FF\% |
| :---: | :---: | :---: | :---: | :---: | :---: |
| TCT | 2374 | 123.9 | 19.16 | 30.98 | 52.29 |
| Proposed | 2798 | 118.9 | 23.6 | 18.66 | 70.26 |
| Algorithm |  |  |  |  |  |

Case 4: PV modules $\mathrm{M}(1,3), \mathrm{M}(1,4), \mathrm{M}(2.1)$ and $\mathrm{M}(2.2)$ are aged (High Rs ), With a partial shading in $\mathrm{M}(1,1), \mathrm{M}(1,2)$, $M(2,3)$ and $M(2,4)$.


Figure 15. PV array under $50 \%$ of infected modules, (a) TCT configuration, (b) proposed algorithm arrangement

Table 4. Simulation results of case 4

| Configuration | Pm | Vm | Im | Loss\% | FF\% |
| :---: | :---: | :---: | :---: | :---: | :---: |
| TCT | 1474 | 57.36 | 25.7 | 57.14 | 32.84 |
| Proposed | 2311 | 118.1 | 19.52 | 32.83 | 71.02 |
| Algorithm |  |  |  |  |  |



Figure 16. I-V and P-V characteristic curve for case 4
Case 5: PV modules $\mathrm{M}(2,1), \mathrm{M}(2,2), \mathrm{M}(3,1), \mathrm{M}(3,2)$, $\mathrm{M}(4,3)$, and $\mathrm{M}(4,4)$ are Shaded, $\mathrm{M}(3.3), \mathrm{M}(4,1)$ are aged (high Rs), Over temperature in $\mathrm{M}(1.1), \mathrm{M}(1,4)$ and $\mathrm{M}(4.2), \mathrm{M}(2,4)$ and $\mathrm{M}(3,1)$ are aged (Low Rsh).


Figure 17. PV array under 75\% PV modules infected, (a) TCT configuration, (b) proposed algorithm arrangement


Figure 18. I-V and P-V characteristic curve for case 5
Table 5. Simulation results of case 5

| Configuration | Pm | Vm | Im | Loss\% | FF\% |
| :---: | :---: | :---: | :---: | :---: | :---: |
| TCT | 975.2 | 76.56 | 12.74 | 71.65 | 25.21 |
| Proposed | 1196 | 71.92 | 16.64 | 65.22 | 41.15 |
| Algorithm |  |  |  |  |  |

### 6.2 Comparison with GA and SUDOKU methods

To further evaluate performance of the proposed algorithm, it is imperative to test their performance against meta-heuristic methods, such as genetic algorithm (GA) method. The obtained results are good compared to conventional methods. In the current work, we compare the proposed algorithm with GA and Su Do Ku methods. In the GA method, the author applies the evolutionary adaptive heuristic search nature of the genetic algorithm to find the optimal PV array configuration [23]. Therefore, the output power can be maximized by reducing the row current difference under every moment and every shading condition. Hence, a fine tuning of the three GA parameters is carried out as shown in Table 6.

Table 6. GA method parameters

| Population size (567 bits/chromosome) | 10 |
| :---: | :---: |
| Crossover | 1 |
| Mutation | 0.02 |
| Iterations | 100 |

An array of $81(9 \times 9) \mathrm{PV}$ modules connected in TCT configuration is exposed to three different shading schemes including (Short and wide shadow, and short and narrow shadow). In all three cases, the performance of PV array reconfigured by the proposed algorithm is compared to the initial configuration TCT, SuDoKu algorithm and GA.

In the case of short and wide shadow, as shown in Figure 19 (a), a PV array connected in TCT is under four different levels of insolation. In the first group, the irradiation is $900 \mathrm{~W} / \mathrm{m}^{2}$. The second group gets $600 \mathrm{~W} / \mathrm{m}^{2}$. The third and fourth groups are irradiated with $400 \mathrm{~W} / \mathrm{m}^{2}$ and $200 \mathrm{~W} / \mathrm{m}^{2}$, respectively. Moreover, Figure 19(b), 19(c) and Figure 19(d) reveal the shade dispersion using SuDoKu arrangement, GA arrangement and proposed algorithm arrangement, respectively. It can be seen that the power increases with the proposed algorithm compared to the initial interconnection scheme TCT, SuDoKu method and the GA algorithm. As shown in Figure 20, the I-V and P-V curves clearly indicate that the proposed algorithm method maintains a relatively smooth curve with the minimum number of infection points (local PPM) and a high PPM voltage compared to the initial TCT interconnection scheme. Currents, voltages and power calculations are tabulated in Table 7, for TCT configuration, SuDoKu algorithms, GA and proposed algorithms, respectively.

In the last case (short and narrow shadow), from Figure 21(a), a same PV array configuration under three irradiation levels, including $900 \mathrm{~W} / \mathrm{m}^{2}, 600 \mathrm{~W} / \mathrm{m}^{2}$, and $400 \mathrm{~W} / \mathrm{m}^{2}$. Figure 21(b), Figure 21(c) and Figure 21(d) shown how the algorithms compared dispersed the shading, the proposed algorithm has superiority in output power. Furthermore, the proposed algorithm has very smooth I-V and P-V curves with reduced infection points, it was capable to minimize the difference between the induced currents in the rows, the results are shown in the Figure 22 and Table 8.
Another very important way of comparison, it is about the simplicity of the implementation, the proposed algorithm is robust and reliable, it is less complex to apply for a complex PV array in terms of calculations, coding and compilation.

### 6.3 Performance evaluation based on energy saving

Firstly, the author begins by the voltage mismatch that's occur by the temperature variation, Potential Induced

Degradation (PID) loss in solar cells and the other failures like diode failure, cells interconnect failure breakage. etc. those causses influence in the voltage output of the PV module. In the case 1 and 2 , the PV system ( $4 \times 4$ size) is under poor conditions infect the output voltage by $12.5 \%$ and $25 \%$ respectively. The proposed approach improves the output power by more than $680 \mathrm{~W}(20 \%)$ for the case 1, and 940 W ( $28 \%$ ) for the case 2 , resulting in a significant increase in output voltage which is beneficial to the operation of the solar inverter. In the second mismatch type that's the current mismatch, the author carried out a simulation for two sizes of PV system, in the case 3 and 4, a PV array with 16 modules (4 $\times 4$ size) interconnected in TCT is in poor conditions infects the output current as much as $25 \%$ and $50 \%$ respectively. The saved output power after applying the proposed algorithm is $424 \mathrm{~W}(12 \%)$ and $837 \mathrm{~W}(24 \%)$ for the two cases respectively. For cases 6 and 7, the current mismatch is also simulated in a larger PV array, which consists of 81 PV modules (size $9^{* 9}$ ) interconnected in TCT. In the case of a short and wide shadow (case 6), the output power of the proposed approach is higher than that of the TCT, Sudoku and GA algorithms, with respectively $1229.6 \mathrm{~W}, 23.3 \mathrm{~W}$ and 19.9 W . Moreover, in the case 7 (short and narrow shadow), the proposed algorithm has a superiority in output power by $332.5 \mathrm{~W}, 56.8 \mathrm{~W}$ and 35.6 W compared by the TCT, SuDoKu and GA respectively. Finally, for the power mismatch, the proposed algorithm was evaluated in a PV array composed of 16 modules $(4 \times 4)$ under high degradation ( $75 \%$ modules PV affected by both the voltage and current mismatch), as a result, the proposed method contributed by 220 W with smoothed I-V and P-V curves. The findings above are summarized in the Table 9. As shown, the output power generated by the proposed technique is higher
than that of the TCT, SuDoKu and GA methods for all seven cases. Moreover, the speed of the proposed algorithm helps to reach the optimal PV array architecture in the shortest time by rearranging the PV panels, which is a remarkable feature. Therefore, in the following section the author will present a comparative study of the calculation time of the examined algorithms.

### 6.4 Analysis based on computation timing

In order to validate the proposed algorithm, a comparison of the computation times is carried out. This is done under the same conditions on an Intel core i5 processor ( 2 cores of 2.4 GHz ), and 6 GB of memory installed with a 64-bit Windows 7 operating system, the resultants are shown in the Table 10.
Note that the principle of the evolutionary methods such as GA is to generate a random initialization and to evolve optimal solutions after the operations of crossover, chromosome selection, and individual mutation. However, it is worth mentioning that the performance of the GA is influenced by the parameters of the algorithm; therefore, the corresponding operators of the GA method are carefully tuned by trial and error to achieve optimal performance. Therefore, in order to know the average speed of the studied algorithms, the minimum and maximum computation times are recorded for 10 different trails of the proposed and GA methods. According to the table, the proposed method clearly always arrives at the best solution compared to the GA method. Therefore, the GA method tends to converge into a local optimum. Hence, executing the code several times is necessary in order to get the global optimum. This involves more loss of computation time.
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Figure 19. Shading pattern for case 6 (a) TCT interconnection scheme (b) shade dispersion with Su Do Ku arrangement, (c) shade dispersion with GA arrangement, and (d) shade dispersion with proposed arrangement


Figure 20. I-V and P-V characteristic curve for case 6

| (a) |  | Initial arrangement TCT |  |  |  |  |  |  | (b) |  | SuDoKu arrangement |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
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| 31 | 32 | 33 | 34 | 35 | 36 | 37 | 38 | 39 | 31 | 32 | 33 | 34 | 35 | 36 | 37 | 38 | 39 |
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Figure 21. Shading pattern for case 7 (a) TCT interconnection scheme, (b)shade dispersion with Su Do Ku arrangement, (c)shade dispersion with GA arrangement, and (d) shade dispersion with Proposed arrangement


Figure 22. I-V and P-V characteristic curve for case 7
Table 7. Location of local and global PPM in TCT, SU DO KU, GA arrangement and proposed algorithm for case 6

| Arrangement | Row <br> Features | Row1 | Row2 | Row3 | Row4 | Row5 | Row6 | Row7 | Row8 | Row9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TCT <br> Arrangement | $\sum I_{m}$ | 8.1 |  |  |  | 6.6 |  | 3.6 |  |  |
|  | $\Sigma V_{m}$ | 5 |  |  |  | 6 |  | 9 |  |  |
|  | $P_{\text {out }}$ | 40.5 |  |  |  | 39.6 |  | 32.4 |  |  |
|  | PPM $[W]$ | $\begin{gathered} \text { Global PPM } \\ (\mathbf{3 3 7 3 . 6}) \end{gathered}$ |  |  |  | Local PPM1 |  | Local PPM2 |  |  |
| Sudoku Arrangement | $\sum I_{m}$ | 6.3 |  | 6.6 |  |  |  | 6.3 |  | 6.6 |
|  | $\Sigma V_{m}$ | 9 |  | 4 |  | 9 |  |  |  | 4 |
|  | $P_{\text {out }}$ | 56.7 |  | 26.4 |  | 56.7 |  |  |  | 26.4 |
|  | PPM ${ }^{\text {[ }}$ W] | Global PPM (4579.9) |  | Local PPM1 |  | Global PPM (4579.9) |  |  |  | Local <br> PPM1 |
| GA <br> Arrangement | $\sum I_{m}$ | 6.6 | 6.3 | 6.4 | 6.6 | 6.3 |  | 6.5 | 6.3 | 6.6 |
|  | $\Sigma V_{m}$ | 3 | 9 | 5 | 3 |  |  | 4 | 9 | 3 |
|  | $P_{\text {out }}$ | 19.8 | 56.7 | 32 | 19.8 |  |  | 26 | 56.7 | 19.8 |
|  | PPM $[W]$ | Local PPM1 | $\begin{gathered} \text { Global PPM } \\ (\mathbf{4 5 8 3 . 3}) \end{gathered}$ | Local PPM3 | Local PPM1 | Glob (45 | $\begin{aligned} & \text { PPM } \\ & \text { 3.3) } \end{aligned}$ | Local PPM2 | $\begin{aligned} & \text { Global PPM } \\ & (\mathbf{4 5 8 3 . 3}) \end{aligned}$ | $\begin{aligned} & \text { Local } \\ & \text { PPM1 } \end{aligned}$ |
| Proposed <br> Algorithm Arrangement | $\sum I_{m}$ | 6.3 |  |  |  | 6.6 |  |  |  |  |
|  | $\Sigma V_{m}$ | 9 |  |  |  | 4 |  |  |  |  |
|  | $P_{\text {out }}$ | 56.7 |  |  |  | 26.4 |  |  |  |  |
|  | PPM $[W]$ | Global PPM (4603.2) |  |  |  | Local PPM1 |  |  |  |  |

Table 8. Location of local and global PPM in TCT, SU DO KU, GA arrangement and proposed algorithm for Case 7

| Arrangement | Row |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Features | R1 | R2 | R3 | R4 | R5 | R6 | R7 | R8 |

Table 9. Power output summary for TCT, SuDoKu, GA and the proposed approach for different array sizes

| Array size | Mismat |  | Method | Maximum power (W) | Power enhancement using proposed method (W) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} 4 \times 4 \\ \text { modules } \end{gathered}$ | Voltage mismatch | Case 1 | TCT | 1823 | 688 |
|  |  |  | Proposed Algorithm | 2511 |  |
|  |  | Case 2 | TCT | 1435 | 940 |
|  |  |  | Proposed Algorithm | 2375 |  |
|  | Current mismatch | Case 3 | TCT | 2374 | 424 |
|  |  |  | Proposed Algorithm | 2798 |  |
|  |  | Case 4 | TCT | 1474 | 837 |
|  |  |  | Proposed Algorithm | 2311 |  |
|  | Power mismatch | Case 5 | TCT | 975.2 | 220.8 |
|  |  |  | Proposed Algorithm | 1196 |  |
| $9 \times 9$ <br> modules |  |  | TCT | 3373.6 |  |
|  |  | Case 6 | SuDoKu | 4579.9 | 23.3 vs SuDoKu |
|  |  |  | GA | 4583.3 | 19.9 vs GA |
|  | Current mismatch |  | Proposed algorithm | 4603.2 | 19.9 vs GA |
|  |  | Case 7 | TCT | 4998.3 | 332.5 vs TCT |
|  |  |  | SuDoKu | 5274 | 56.8 vs SuDoKu |
|  |  |  | GA | 5295.2 | 35.6 vs GA |
|  |  |  | Proposed algorithm | 5330.8 | 35.6 vs GA |

Table 10. Minimum, maximum and average computational time for different case using GA, and proposed algorithms

| Case | Method | Min computational time (s) | Max computational time (s) | Average computational time (s) |
| :---: | :---: | :---: | :---: | :---: |
| Case 6 | Groposed algorithm | 40.967 | 54.548 | 46.0828 |
|  | GA | 0.323 | 0.414 | 0.3728 |
|  | Proposed algorithm | 39.682 | 56.129 | 45.018 |

## 7. CONCLUSION

In this study, a new optimization algorithm for solar PV systems is employed to achieve the maximum power
production under any mismatch effects. The general idea of the proposed method is based on the relocation of the installed PV modules in order to balance their physical values (current, voltage and power) as follows:
> It is necessary to assemble in series the PV modules which have the same (close) current value.
$>\mathrm{PV}$ modules with the same (close) voltage value must be assembled in parallel.

In brief, we want to electrically balance the PV system to avoid:
> The hotspot phenomenon due to the mismatch current of pv modules connected in series.
> In a parallel connection of PV module non homogenous in voltage, the affected PV modules force the healthy modules to operate in the negative voltage area and this causes a net voltage loss in the system.

A software validation has been done using MATLAB/Simulink. The proposed approach provides good results. However, A comparative study was done with the SuDoKu and GA algorithms. The results obtained show the superiority of the proposed algorithm in:
1 The output power in any mismatch conditions.
2 The computation time compared to the GA method. Therefore, in the GA algorithm, it is recommended to execute the code several times to ensure the convergence to the global optimum, which means that the GA method cannot be used in the real-time application such as dynamic reconfiguration when passing clouds, and airplanes.
3 Dynamic and not need more wiring compared to SuDoKu method.
4 Compared to other methods that only treat the problem of partial shading, the proposed method is applicable to all mismatch phenomena found such as partial shading, irregular temperature, PV cell aging (PID, LID, ..., etc.).

The proposed method is robust and reliable, simple to apply for a large PV array and easy to code and compile.
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## NOMENCLATURE

| BL | bridge link |
| :--- | :--- |
| CS | competence square |
| IEA | International Energy Agency |
| GA | genetic algorithm |
| GMPP | global maximum power point |
| HC | honey-comb |
| HC | honey comb |
| PV | photovoltaic |
| MPPT | Maximum power point tracking |
| MPP | Maximum power point |
| SP | series parallel |
| TCT | total cross tied |
| STC | Standard test condition |
| Rsh | Shunt resistance |
| Rs | Series resistance |
| FF | Fill factor |
| PID | Potential Induced Degradation |

