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Medium and Low-Level Energy Saving Control 
Strategies for Electric-Powered UAVs 

 
 

Zeinab Hussein Keserwan1, Majd Saied2, Clovis Francis3 
 
 
Abstract – Flight endurance of an electric-powered Unmanned Aerial Vehicle (UAV) is 
restricted by its limited on-board energy, which might endanger the accomplishment of any 
mission it has been sent on. Therefore, the vehicle’s energy consumption should be reduced as 
much as possible to prolong its flight. This paper deals with the minimization of the energy 
consumed by an electric-powered UAV as it tracks a desired target point by designing the 
necessary energy saving control techniques. Two approaches are proposed. The first one 
addresses the energy consumption problem by optimizing the UAV’s low-level controller. The 
second approach makes use of the powerful Artificial Bee Colony algorithm to optimize the 
medium-level controller which guarantees not only target point tracking but also minimization of 
energy consumption. The effectiveness of both proposals is validated by simulations on 
MATLAB/Simulink. Copyright © 2023 Praise Worthy Prize S.r.l. - All rights reserved. 
 
Keywords: Unmanned Aerial Vehicle, Energy Optimization, Artificial Bee Colony algorithm, PID 

Controller Tuning 
 

 

Nomenclature 
ABC Artificial Bee Colony  
BLDC Brushless DC Motor 
DC Direct Current 
KiBAM Kinetic Battery Model 
Li-Po Lithium-Polymer 
MOSFET Metal-Oxide-Semiconductor Field-

Effect Transistor 
PD Proportional Derivative 
PID Proportional Integral Derivative 
PWM Pulse Width Modulation 
RMSE Speed Root-Mean-Squared Error 
SOC State of Charge 
UAV Unmanned Aerial Vehicle 
(x,y,z) Hexarotor’s Absolute Position 
(Ø, θ, ψ) Hexarotor’s Euler Angles 
g Gravitational Acceleration 
L Motor Inductance 
l Hexarotor Arm Length 
m Hexarotor’s Mass 
(Jx, Jy, Jz) Hexarotor’s Inertia 
(uf, τØ, τθ, τψ) Virtual Inputs to Hexarotor Dynamics 
fi, τi Thrust Force and Drag Moment of 

Motor 푖 
ωi Angular Speed of Motor 푖 
kf Thrust Coefficient 
kt Drag Coefficient 
Va Armature Voltage 
I Current Passing through Motor’s 

Armature 
R Motor Internal Resistance 
J Motor-Propeller Inertia 

Cs Solid Friction 
E Counter Electromotive Force 
τm Motor’s Torque due to Armature 

Voltage 
τr Load Friction Torque due to Propeller 

Drag 
ke Electrical Constant 
km Mechanical Constant 
kr Load Torque Constant 
y1 Capacity of Charges in Available 

Charge Well 
y2 Capacity of Charges in Bound Charge 

Well 
h1 Height of Available Charge Well 
h2 Height of Bound Charge Well 
(c,k) KiBaM Model Constants 
i Battery’s Charge/Discharge Current  
Cmax Battery’s Maximum Capacity 
SOC Battery’s Maximum Capacity 
VOC Battery’s Open-Circuit Voltage 
퐾 , , , ,∅, ,  Proportional Gains 
퐾 , , , ,∅, ,  Derivative Gains 
휎 , , , ,∅, , , 
휎 , , , ,∅, ,  

Saturation Functions 

α Threshold of Saturation Function 
U Desired Voltage to be applied to the 

BLDC motor 
ωr Reference Speed 
ev Velocity Error 
KL Lyapunov-Based Controller Gain 
s Sliding Surface 
ks Sliding Mode Controller Gain 

https://doi.org/10.15866/ireaco.v16i2.23120
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eω Speed Root-Mean-Squared Error 
n Number of Samples 
Eb Actual Percentage of Consumed 

Battery Energy 
Ju Control-Effort Index 
Ts Sampling Time 
푆푆  Actual Energy Delivered Based 

Saving Score 
푆푆  Control-Effort Based Saving Score 
xij Design Variable 푗 at the 푖 Food 

Source Position 
푥 ,푥  Predefined Limits for the jth Design 

Variable 
f Cost function 
u Uniformly Distributed Random 

Variable in [-1,1] 
pi Probability Value Associated with a 

Food Source 
Np Number of Food Sources 
ISE Integrated Squared Error 
e Tracking Error 
ST Settling Time 
OS Overshoot 
ftracking, 
fenergy 

Tracking and energy consumption 
parts of the Cost function 

σx, σy, σz, σOS Positive Parameters to be adjusted 
ISU Control Effort Index 
λ Trade-off Weight 

I. Introduction 
Over the last few years, the electric-powered 

unmanned aerial vehicle has become a major attraction.  
It consists of a flying vehicle operated remotely or 

autonomously, and most commonly powered by a 
lithium-polymer (Li-Po) battery. It has been widely used 
over the recent years as it has proven to be effective for a 
wide range of civilian applications [1]-[3] in different 
areas and environment conditions [4]. However, the 
vehicle’s achievement of any mission might be at risk 
due to its limited on-board energy that results in a limited 
flight endurance [5].  

To overcome this risk, i.e., prolong the flight 
durations, several approaches have been proposed in the 
literature to reduce the energy consumption as much as 
possible. They mainly include improvement in UAV 
structure and material [6]-[9], usage of energy harvesting 
technologies [10]-[12], and design of energy saving 
control strategies [5], [13]. The work in [14] has 
considered the design of different control strategies 
applied to a generic UAV propulsion system to evaluate 
the impact of each control law on the energy 
consumption of the propulsion system. There are three 
well-defined levels of control in a UAV system.  

The high Level consists of a path planning algorithm 
responsible for generating a reference trajectory to be 
followed by the UAV under some specifications such as 
minimizing energy consumption, avoiding obstacles, etc.  

In [15], a flatness-based flight trajectory planning 

strategy was proposed to drive a quadrotor UAV from an 
initial position to a final one while minimizing the total 
energy consumed without hitting the actuator constraints.  

The work in [16] considered the use of an improved 
A* algorithm for the real-time path planning of UAVs 
that guarantees high survival rates and low fuel 
consumption in a 3D large-scale battlefield. In [17], the 
authors’ objective was to plan the path of a combat UAV 
in such a way that it ensures minimum probability of 
being found and minimum consumed fuel. They 
proposed the use of a Fitness-scaling Adaptive Chaotic 
Particle Swarm Optimization approach as a fast and 
robust approach for their path planning task. The medium 
level control consists of trajectory tracking control 
responsible for generating the desired thrusts and 
moments applied to the UAV to guarantee path following 
with bounded errors [18]. Some works in the literature 
have also exploited this level to address the problem of 
energy consumption. In [5], [19], [20] the control of a 
quadrotor UAV was achieved by minimizing a 
performance index that considers control efforts among 
other parameters. However, it is important to note that 
they do not take into account the real energy involved in 
the control strategy, but they rather reflect it by using the 
well-known control-effort index criterion. The low-level 
control consists of the UAV’s propulsion system 
controller.  

Its outputs are the desired voltages which should be 
applied to the motors so they rotate at the reference 
speeds and thus generate the desired thrusts and 
moments. The design of low-level controllers has mostly 
addressed the objective of making the motors rotate at 
desired speeds. Their design to achieve minimum energy 
consumption was slightly addressed in the literature 
although the propulsion systems are the most important 
source of energy consumption in a UAV. In [14], the 
authors designed several well-known control strategies to 
make the motor of a generic UAV propulsion system 
follow a given speed profile. After implementing each 
control strategy, the control-effort index and the actual 
percentage of energy consumed (among other criteria) 
were evaluated for comparison purposes of the different 
strategies.  

The authors have concluded that it is not possible to 
reliably conclude about energy saving by analyzing the 
control-effort index alone as it is frequently encountered 
in the literature. In this work, our objective is to 
minimize the energy consumed by a Li-Po powered 
hexarotor UAV as it tracks a desired target point by 
designing the adequate medium and low-level 
controllers. To fulfil this objective, two approaches are 
proposed: the low-level approach and the medium-level 
approach. The low-level approach addresses the energy 
consumption problem by designing several low-level 
control strategies to determine the most energy saving 
one. This method is very similar to what has been done 
in [14]. The only differences are that: in our case, the 
desired speed profiles were evaluated from the desired 
thrusts and moments (medium-level controllers) rather 
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than being given, and the propulsion system was 
especially designed for the hexarotor UAV. On the other 
hand, since some works in the literature such as [21] and 
[22] have shown good results when using the Artificial 
Bee Colony (ABC) algorithm for the optimization of 
feedback gain controller parameters, the medium-level 
approach addresses the energy consumption problem by 
using this algorithm to find the optimal gains of the 
medium-level PD controllers which minimize a state and 
energy dependent cost function. The main contribution of 
this work in this regard is the proposition of a novel and 
appropriate form for the cost function.  

The remaining part of this paper is organized as 
follows. Section II presents the model of the Li-Po 
powered hexarotor used for simulation. Section III 
elaborates the low-level approach, while Section IV 
elaborates the medium-level approach. The results 
obtained upon the MATLAB/Simulink implementation 
of both approaches are revealed and compared in Section 
V. The paper ends with conclusions and perspectives on 
future works in Section VI. 

II. Li-Po Powered Hexarotor Model 
The Li-Po powered hexarotor is a UAV with six rotors 

on which propellers are fixed. Its rotors are located at the 
ends of the arms of a symmetric body frame. The model 
which was used for the simulation of this vehicle consists 
of two parts: the hexarotor dynamic model and the 
propulsion system model. 

II.1. Hexarotor Dynamic Model 

The Newton-Euler method is adopted to derive the 
hexarotor’s dynamic equations described as follows [23]: 

 
푥̈ = (cos∅ sin휃 cos휓 + sin∅ sin휓)

푢
푚  

푦̈ = (cos∅ sin휃 sin휓 − sin∅ cos휓)
푢
푚  

푧̈ = (cos∅ cos휃)
푢
푚  

∅̈ =
퐽 − 퐽
퐽 휃̈휓̈+

휏∅
퐽  

휃̈ =
퐽 − 퐽
퐽 ∅̈휓̈ +

휏
퐽  

휓̈ =
퐽 − 퐽
퐽 ∅̈휃̈ +

휏
퐽  

(1)

 
where x, y and z represent the hexarotor’s absolute 
position, Φ, θ and ψ are the hexarotor’s Euler angles 
known as the roll, pitch and yaw angles respectively. m is 
the hexarotor’s mass, g is the gravitational acceleration, 
Jx, Jy and Jz are the diagonal elements of the hexarotor’s 
inertia matrix. uf, τΦ, τθ and τψ are the four virtual inputs 
to the hexarotor dynamics described as linear 
combinations of the real inputs of the hexarotor, the 
motors thrusts and moments, and are given by: 

푢 = 푓  

휏∅ = 푙 −
1
2푓 +

1
2푓 + 푓 +

1
2푓 −

1
2푓 − 푓  

휏 = 푙
√3
2

(푓 + 푓 − 푓 − 푓 ) 
휏 = 휏 + 휏 + 휏 − 휏 − 휏 − 휏  

(2)

 
l is the hexarotor’s arm length, fi and τi are 

respectively the thrust force and drag moment produced 
by motor i and are given by: 

 
푓 = 푘 휔  
휏 = 푘 휔  

(3)

 
where ωi is the angular speed of the motor i, and kf and kt 
are the thrust and drag coefficients respectively. 

II.2. Propulsion System Model 

Based on the generic UAV propulsion system 
proposed in [14], the Li-Po powered hexarotor’s 
propulsion system consists of: a Li-Po battery, six BLDC 
motors with propellers, and a PID-PWM controlled buck 
converter for each motor. In the following, a brief 
overview of these components is presented and their 
corresponding models are introduced.  
1) BLDC Motor with Propellers: The BLDC motor 

serves as the actuator of the hexarotor UAV system. 
Several authors in the literature have modelled this 
motor as a convectional DC motor. In this work, the 
equations used in [24] are adopted to model each of 
the six motor-propeller systems. They are as follows:  

 

푉 = 푅퐼 + 퐿
푑퐼
푑푡 + 퐸 

휏 = 퐽
푑휔
푑푡 + 퐶 + 휏  

퐸 = 푘 휔 
휏 = 푘 퐼 
휏 = 푘 휔  

(4)

 
where Va is the voltage across the motor’armature, I 
is the current passing through the motor’s   armature, 
R and L are the motor’s internal resistance and 
inductance respectively, ω is the motor’s angular 
speed, J is the motor-propeller inertia, Cs is the solid 
friction, E is the motor’s counter electromotive force, 
τm is the motor’s torque due to the voltage across it, τr 
is the load friction torque resulting from the propeller 
drag, ke and km are the electrical and mechanical 
constants respectively, and Kr is the load torque 
constant (same as Kt). 

2) PID-PWM Controlled Buck Converter: To make the 
BLDC motor rotate at different speeds, different 
voltages should be applied to its armature. However, 
the motor is supplied with a fixed voltage source 
which is the Li-Po battery. Therefore, a DC-DC 
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converter along with a voltage control block should 
be used to provide from the battery any desired 
armature voltage. In this work, the PID-PWM 
controlled buck converter used in [14] is adopted. 
Figure 1 illustrates its circuitry. 

 The buck converter transforms, due to the switching 
of its MOSFET, the fixed DC input from the battery 
to a lower variable DC output Va which is to be 
applied to the armature. To make this output voltage 
Va follow its desired value U, the PID-PWM 
controller is used to control the on and off switching 
of the MOSFET.  

3) Li-Po Battery: The Li-Po battery is a dynamic system 
which features several chemical reactions, nonlinear 
behaviours and internal characteristics. Different 
models have been proposed in the literature to capture 
its performance and major characteristics. In this 
work, the hybrid model proposed in [25] which 
constitutes the KiBaM analytical model and an 
electrical circuit model is adopted. In the following, 
we introduce both of them. 
a) KiBaM Model: It is responsible for capturing the 

battery’s chemical processes and the nonlinear 
capacity effects. From a mathematical point of 
view, it can be summarized as follows: 

 
푑푦 (푡)
푑푡 = −푖(푡) + 푘[ℎ (푡)− ℎ (푡)] 
푑푦 (푡)
푑푡 = −푘[ℎ (푡)− ℎ (푡)] 

ℎ (푡) =
푦 (푡)
푐  

ℎ (푡) =
푦 (푡)
1 − 푐 

(5)

 

푆푂퐶(푡) = 1−
1

퐶 푖(푡)푑푡 + 

+(1 − 푐)(ℎ2(푡) − ℎ1(푡))  
(6)

 
where y1(t0) =c·Cmax and y2(t0)=(1-c)Cmax are the 
initial conditions initial conditions, c and k are 
constants related to the KiBaM model, i is the 
battery’s charge/discharge current, and Cmax is the 
battery’s maximum capacity. It is important to 
note that Eq. (5) depicts the battery’s variation of 
charge, and Eq. (6) evaluates the battery’s state of 
charge SOC which is the level of charge of the 
battery relative to its maximum capacity. 

 

 
 

Fig. 1. PID-PWM controlled buck converter [14] 

 
 

Fig. 2. Electrical model of the Li-Po battery 
 

b) Electrical Circuit Model: The electrical circuit 
model is responsible for capturing the I-V 
characteristics of the battery. As shown in Fig. 2, 
it is a series connection of a controlled voltage 
source VOC, a resistor Ri, and two parallel RC 
networks [RTS,CTS] and [RTL,CTL]. The current i 
represents the battery’s charge/discharge current, 
and the voltages Vbattery and VOC represent the 
battery’s terminal and open-circuit voltage 
respectively. It is important to note that the 
battery’s open-circuit voltage is a function of its 
state of charge. In this work, the following 
equation which was used in [26] to estimate VOC 
in terms of SOC is considered: 

 

푉푂퐶[푆푂퐶(푡)] = 퐴0푒−퐴1 푆푂퐶(푡) + 퐴2푆푂퐶3(푡) + 
+퐴 푆푂퐶 (푡) + 퐴 푆푂퐶(푡) + 퐴  

(7)
 

where a0, a1, a2, a3, a4 and a5 are real coefficients 
to be adjusted. 

III. Low-Level Approach 
The low-level approach consists of designing several 

low-level control strategies that guarantee speed profile 
tracking to determine the most energy saving strategy. It 
also consists of designing a fixed-gain medium-level 
controller that guarantees target point tracking. In the 
following, the medium and low-level control strategies 
that were designed in the scope of this approach are 
presented. The indicators and saving scores used to 
evaluate the low-level control strategies performance are 
also introduced. 

III.1. Medium-Level Control 
The medium-level controller outputs are the desired 

thrust and moments, ufd, τΦd, τθd, τψd to be applied to the 
hexarotor to track the desired states zref, xref, yref, Φref, θref, 
ψref. For the first approach, a nested saturated PD 
controller with fixed gains is considered: 

 

푢 = −휎 퐾 푧 − 푧 − 휎 퐾 푧̇  

휏 = −휎 퐾 휓− 휓 − 휎 퐾 휓̇  

휏∅ =
1
푔 휎 퐾 푦 − 푦 + 휎 퐾 푦̇ + 

−휎 ∅ 퐾 ∅ ∅− ∅ − 휎 ∅ 퐾 ∅∅̇  

휏 =
1
푔 −휎 퐾 푥 − 푥 − 휎 퐾 푥̇ + 

−휎 퐾 휃 − 휃 − 휎 퐾 휃̇  

(8)
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where Kpi, i=x,y,z,Φ,θ,ψ, and Kdi,i=x,y,z,Φ,θ,ψ are positive gains to 
be adjusted, σpi, i=x,y,z,Φ,θ,ψ and σdi, i=x,y,z,Φ,θ,ψ are saturation 
functions defined as follows: 
 

휎(푠) = 훼 if              푠 > 훼
휎(푠) = 푠 if − 훼 < 푠 < 훼

 휎(푠) = −훼 if           푠 < −훼
 (9)

III.2. Low-Level Control 

To provide the hexarotor’s dynamics with the desired 
values for uf, τΦ, τθ and τψ, its BLDC motors should 
follow certain speed profiles. The low-level controllers’ 
outputs are the desired voltages U to be applied to the 
BLDC motors so they rotate at these desired speed 
profiles, and the PID-PWM controlled buck converters 
are in their turn responsible for making the actual 
voltages Va applied to the motors follow their desired 
values.  

It should be recalled that the hexarotor has six motors. 
Therefore, six low-level controllers should be designed. 
For the first approach, they are designed based on three 
different strategies: PID, Lyapunov, and sliding mode. In 
the following, we elaborate each strategy. 
1) PID Controller: The classical PID controller is the 

most commonly used strategy for the low-level 
control. To make the BLDC motor rotate at its 
reference speed profile ωr(t), the PID control law is 
formulated as follows: 

 

푈(푡) = 푘 푒 (푡) + 푘 푒 (푡)푑푡 + 푘
푑푒 (푡)
푑푡  (10)

 
where 푒 (t) is the velocity error given by  
푒 (t)=ωr(t)-ω(t), and kp, ki and kd are positive gains to 
be adjusted.  

2) Lyapunov Based Controller: The Lyapunov theory is 
a widely considered model-based tool that allows the 
design of stable controllers. To design a Lyapunov 
based controller for a certain system, the system’s 
dynamics and equilibrium point should be identified 
first. Then, a control law should be proposed based on 
the dynamics. Finally, the closed-loop system in the 
presence of this control law should be proved to be 
stable in the Lyapunov sense. Using Eq. (4), and 
taking into consideration that the BLDC motor has 
very small inductance, the motor-propeller dynamic 
equation can be derived as follows: 

 
휔̇ = 푏푉 − 푎 − 푎 휔 − 푎 휔  (11)

 
where a0=Cs/J, a1=kekm/JR, a2=kr/J and b=km/JR. The 
equilibrium point in the case of the BLDC motor is 
defined as 휔 = 휔 − 휔  where ωr is the reference 
speed. Based on the dynamics and equilibrium point, 
let the control action be given by: 

 

푈 =
1
푏

(푎 + 푎 휔 + 푎 휔 − 퐾 휔) (12)

where KL is a positive gain to be adjusted. In the 
presence of the proposed control action, the closed 
loop system becomes: 
 

휔̇ = 푏
1
푏

(푎 + 푎 휔 + 푎 휔 −퐾 휔) + 

−푎 − 푎 휔 − 푎 휔 = −퐾 휔 
(13)

 
Consider the following Lyapunov candidate function 
푉 = 1/2 휔  and its corresponding derivative 푉̇ =
휔휔̇. Based on the Lyapunov theorem, a system is 
asymptotically stable if the derivative of the 
Lyapunov function is negative definite. Along the 
system’s trajectories, 푉̇ = 휔(휔̇ − 휔̇ ) = 휔 =
−퐾 휔 < 0. Thus, the asymptotic stability of the 
controller given in Eq. (12) has been proved. It can 
now serve as a Lyapunov based controller for the 
motor-propeller system. 

3) Sliding Mode Controller: The sliding mode controller 
is a robust state feedback controller that uses 
switching control actions to constrain the system 
states to stay on a sliding surface s. As long as the 
system is on this surface, it will exhibit its desirable 
features. To design a sliding mode controller, the first 
step is to choose the sliding surface s in terms of 
tracking errors. The surface should be chosen in such 
a way that the tracking errors exponentially converge 
to zero when s=0. The second step is to design a 
control law that satisfies the sliding condition 푠푠̇ < 0. 
In the case of the motor-propeller system, the sliding 
surface can be defined as s=ω-ωr. Thus, the time 
derivative of s is as follows:  
 
푠̇ = 휔̇ − 휔̇ = 휔̇ = 푏푉 − 푎 − 푎 휔 − 푎 휔  (14)

 
The control input that ensures s = 0 is given by: 
 

푈 =
1
푏

(푎 + 푎 휔 + 푎 휔 ) (15)

 
To satisfy the sliding condition, a term consisting of 
the sign function is added. The overall sliding mode 
control input becomes as follows: 
 

푈 = 푈 −
푘
푏 푠푔푛(푠) (16)

 
where ks is a positive gain to be adjusted. The 
switching behavior of the sign function makes the 
sliding mode controller U robust to parameter 
uncertainties and external disturbances. However, it 
also leads to undesirable chattering, i.e., high-
frequency oscillations of the control input that lead to 
an oscillating response of the motor-propeller system. 
To reduce the chattering effect, the sign function in U 
should be replaced by a saturation function sat(s/Φ). 
This will replace the on-off behavior of the sign 
function by a linear behavior in [-Φ,Φ]. Then the 
controller becomes as follows: 
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푈 = 푈 − 푠푎푡
푠
Φ  (17)

 
where Φ is a positive design constant to be chosen. 

III.3. Evaluation Criteria 

To evaluate and compare the different strategies 
designed for the low-level control, the indicators and 
saving scores proposed in [14] are used. They are briefly 
defined in the following.  
1) Performance Indicators: Three indicators can be 

computed for each control strategy at the end of 
simulation: 
 Speed Root-Mean-Squared Error (RMSE): It is 

given in discrete time by: 
 

푒 =
∑ (휔(푗)− 휔 (푗))

푛  (18)

 
where n is the total number of samples. If this 
error is low, the low-level controller is said to be 
efficient in terms of speed profile tracking. 

 Actual Percentage of Consumed Battery Energy: 
It is the real percentage of energy consumed from 
the Li-Po battery. It is given at each instant by:  

 
퐸 (푡) = 100− 100 푆푂퐶(푡) (19)

 
 Control-Effort Index: It has been used a lot in the 

literature to reflect energy consumption. It is 
given in discrete time by:  

 

퐽 = 푇 푈 (푗) (20)

 
where Ts is the sampling time. 

2) Saving Scores: To compare the classical PID 
controller, which is considered as the reference 
controller, with the other low-level control strategies, 
two saving scores can be computed for each of them:  
 Actual Energy Delivered Based Saving Score: It 

takes into account the actual percentage of 
consumed battery energy in the presence of the 
PID controller Eb(PID) and that in the presence of 
any of the other controllers Eb(CONT). It is given by: 

 
푆푆 = 퐸 ( ) −퐸 ( ) (21)

 
A null value for this saving score indicates that 
there is neither energy saving nor loss between 
both controllers. On the other hand, a positive 
value for this saving score indicates that the 
considered controller saves energy with respect to 
the PID controller, and a negative value indicates 
that it wastes energy with respect to it.  

 Control-Effort Based Saving Score: It takes into 

account the control-effort indices of the PID 
controller Ju(PID) and any of the other controllers 
Ju(CONT). It is given by:  

 

푆푆 =
퐽 (푃퐼퐷)− 퐽 (퐶푂푁푇)

퐽 (푃퐼퐷) × 100 (22)
 

It is computed to check whether it agrees with 
SSEb.  

IV. Medium-Level Approach 
The medium-level approach consists of using the ABC 

algorithm to find the optimal gains of the medium-level 
PD controller (Eq. (8)) which minimizes a state and 
energy dependent cost function. It also consists of using 
the most energy saving low-level controller found in the 
low-level approach for speed profile tracking. In the 
following, the theory of the ABC algorithm is presented 
with its application for the tuning of the medium-level 
PD controllers.  

IV.1. Artificial Bee Colony Algorithm 

The ABC algorithm is a population-based 
optimization technique that is capable of handling 
constrained optimization problems with fast convergence 
and with a good quality of solutions [27]. It is based on 
the intelligent behaviour of a honeybee swarm. It 
searches for the optimal solution of an optimization 
problem by using a colony of artificial bees that searches 
for food sources [28]. In the following, an overview of 
the colony of artificial bees is given. The characteristics 
of the food source and their relation with the actual 
solution of the optimization problem are discussed with 
the concept of the search process. 
1) Colony of Artificial Bees: The colony of artificial 

bees consists of three types of bees:  
 Employed Bees: These have the responsibility of 

exploiting the food sources visited by them before 
and giving information to the onlooker bees.  

 Onlooker Bees: These are the bees that wait in the 
hive (or dance area) to choose a food source based 
on information from the employed bees. 

 Scout Bees: They are employed bees whose food 
source has been abandoned. They become scouts 
and start to search for a new food source.  

2) Food Source: A food source is characterized by its 
position and nectar amount. The position represents a 
possible solution to the optimization problem. On the 
other hand, the nectar amount reflects the quality 
(fitness) of the associated solution. 

3) Search Process: The search process carried out by the 
artificial bees can be summarized as follows: 
 Initialization: A set of Np food source positions 

are randomly selected by the employed bees, and 
their nectar amounts are determined. The random 
selection of food source positions is modeled as 
follows:  
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푥 = 푥 + 푟푎푛푑(0,1) 푥 − 푥  (23)
 

where i varies from 1 to Np, j varies from 1 to the 
number D of design variables, and 푥  and 푥  
are the predefined minimum and maximum limits 
for the jth design variable. The nectar amount of 
each food source position Xi=(xij)j=1,…,D is 
calculated according to the following expression: 
 

푓푖푡(푋 ) =
1

1 + 푓(푋 ) 푖푓 푓(푋 ) ≥ 0

1 + |푓(푋 )| 푖푓 푓(푋 ) < 0
 (24)

 
where f(Xi) represents the value of a cost function 
f at Xi. 

 Search Process of the Employed Bees: Every 
employed bee goes to the food source position 
already visited in the previous cycle since it exists 
in its memory. Next, it chooses a new food source 
position from the neighborhood by modifying the 
position in its memory. The modification of the 
food source position Xi is modeled as follows: 

 
푥 = 푥 + 푢(푥 − 푥 ) (25)

 
where u is a uniformly distributed random 
variable in [-1,1], j is any number between 1 and 
D, and k is any number between 1 and Np but not 
equal to i. It is important to note that if a design 
variable produced by Eq. (25) exceeds its 
predetermined limit, it will be set to its limit 
value. Then, the employed bee tests the nectar 
amount of the new food source. Provided that its 
nectar amount is higher than that of the previous 
one, the bee memorizes the new position and 
forgets the old one. 

 Search Process of the Onlooker Bees: After all the 
employed bees complete their search process, they 
share the nectar and position information of the 
food sources with the onlooker bees on the dance 
area. Each onlooker bee analyses all the 
information and chooses a food source based on 
the probability value associated with that food 
source which is given by: 

 

푝 =
푓푖푡(푋 )

∑ 푓푖푡(푋 )
 (26)

 
After that, as in the case of an employed bee, the 
onlooker bee produces a modification on the 
position in its memory and checks the nectar 
amount of the new food source position. Provided 
that its nectar amount is higher than that of the 
previous one, the bee memorizes the new position 
and forgets the old one. 

 Search Process of the Scout Bees: If a food source 
is abandoned by the bees, this step will be 
executed. The employed bee of the abandoned 

food source automatically becomes a scout and 
starts searching for a new source. The scout will 
actually replace the abandoned position by a new 
randomly produced position (as in the 
initialization step). It is important to note that a 
food source is assumed to be exhausted and thus 
abandoned when it cannot be further improved 
through a predefined number of cycles called 
limit.  

 Storage of Best Food Source: The food source 
position with the best fit (highest nectar amount or 
lowest cost) among the Np food sources is stored. 
Then steps (2), (3), (4), and (5) are repeated until 
a stopping criterion is met. 

IV.2. Problem Formulation 

The goal is to find the gains of the medium-level PD 
controller (Eq. (8)) that guarantee not only target point 
tracking but also minimization of energy consumption.  

This issue is formulated as an offline optimization 
problem and is solved using the ABC algorithm. In the 
following, The main elements of the formulated problem 
which are the design variables and the cost function are 
discussed. 
1) Design Variables: To simplify the problem, the gains 

that are related to the hexarotor’s absolute position 
(Kpz, Kdz, Kpy, Kdy, Kpx and Kdx) were considered as the 
design variables of the optimization problem, so D = 
6. On the other hand, the gains that are related to the 
hexarotor’s Euler angles were set to fixed values. 

2) Cost Function: A cost function made up of two parts 
is designed: a part that considers the tracking 
performance of the design variables and a part that 
considers their energy consumption. The ABC 
algorithm should minimize the designed cost function 
to find the desired optimal gains. In the following, 
each part of the designed cost function is discussed. It 
will be then shown how they are integrated into the 
overall function.  
a) Target Point Tracking Part: The criteria used in 

[21] is adopted to reflect the tracking performance 
of the design variables, i.e., their ability in making 
the hexarotor’s absolute position (x,y,z) reach its 
desired reference. These criteria are defined as 
follows: 
 Integrated Squared Error (ISE): It is given by: 

 

퐼푆퐸 = 푒 (푡)푑푡 (27)

 
where e(t) is the tracking error, i.e., the 
difference between the process variable and its 
reference value. 

 Settling Time (ST): It is the time that it takes 
for the absolute error |e(t)| to come within 2% 
of the reference value. 

 Overshoot (OS): It is the amount that the 
process variable overshoots its reference value 
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expressed as a percentage of the reference 
value. It is considered that a good tracking 
performance for x, y and z is described by the 
following: minimum settling times, overshoots 
that do not exceed 5% and minimum 
integrated squared errors. Instead of simply 
weighting the criteria by constant coefficients 
and summing them up as is the case in [22], 
the tracking part of the cost function is 
designed as follows: 

 

푓 =
1

푥 − 푥
푒 + 푒

.
퐼푆퐸 + 

+ 
1

(푦 − 푦 ) 푒 + 푒
.

퐼푆퐸 + 

+ 
1

(푧 − 푧 ) 푒 + 푒
.

퐼푆퐸  

(28)

 
where (x0,y0,z0) is the initial position of the 
hexarotor, 휎 , 휎  and 휎  and are positive 
parameters to be adjusted depending on how 
strongly the settling times should be 
minimized, and 휎  is a positive parameter to 
be adjusted depending on how strongly the 
overshoots should be limited to a maximum of 
5%. In this manner, if the settling time is late 
and/or the overshoot exceeds 5%, the 
integrated squared error will be given a high 
weight. Otherwise, it will be given a low 
weight. Moreover, by minimizing ftracking, the 
ABC algorithm will favor the values of  Kpz, 
Kdz, Kpy, Kdy, Kpx, and Kdx that minimize the 
integrated square errors while ensuring, at the 
same time, minimum settling times and 
acceptable overshoots. It is important to note 
that the factors, which are related to the initial 
position and reference position, are for 
normalization purposes only. 

b) Energy Consumption Part: The control-effort 
index used in [21] is adopted to reflect the energy 
consumption of the design variables. It is given 
by: 

 

퐼푆푈 = 푈 (푡)푑푡 (29)

 
where U(t) is the control input. The control inputs 
that are affected by the design variables are ufd, 
the first portion of τΦd and the first portion of τθd. 
Therefore, the control-effort indices of these 
inputs are only considered and are denoted by 
ISUz, ISUy and ISUx respectively. The energy 
consumption part of the cost function is designed 
as follows: 
 

푓 = 푥 − 푥 퐼푆푈 + 푦 − 푦 퐼푆푈 + 
+0.1 푧 − 푧 퐼푆푈  

(30)

In this manner, by minimizing fenergy, the ABC 
algorithm will favor the values of Kpz, Kdz, Kpy, 
Kdy, Kpx, and Kdx that minimize the control-effort 
indices. It is important to note that the factors 
multiplying the control efforts are only for 
normalization purposes. 

c) Overall Cost Function: To track the desired target 
point more efficiently, more energy is needed. 
Therefore, the gains that simultaneously guarantee 
the most efficient target point tracking and the 
least consumption of energy don’t exist, and a 
trade-off should be made between these two 
desirable incompatible objectives. For this reason, 
The two parts of the cost function are given 
complementary weights λ and 1-λ where λ 
belongs to [0; 1]. Thus, the overall cost function 
becomes as: 

 

푓 =
1

15 휆푓 + (1 − 휆)푓  (31)

 
where the factor 1/15 was only used to step-down 
the values taken by f. In this manner, the more we 
care about tracking efficiency, the higher we will 
set the value of λ. On the other hand, the more we 
care about energy consumption, the lower we will 
set the value of λ. 

V. Simulations and Results 
It is considered that the Li-Po powered hexarotor is 

initially at (-8; -2; 0), and the target point that it should 
reach while stabilizing its Euler angles is set at (2; 2; 3).  

Using the MATLAB/Simulink simulation 
environment, the vehicle’s model is implemented and the 
low-level and medium-level approaches are applied. In 
the following, the implementation of each approach is 
discussed, and the results are analyzed and compared.  

V.1. Low-Level Approach 

First, the medium-level controller (Eq. (8)) and the 
low-level controllers (Eqs. (10), (12) and (16)) are tuned. 
Regarding the medium-level controllers, they are tuned 
in the absence of the low-level control scheme, i.e., it is 
assumed that the BLDC motors perfectly follow their 
desired speed profiles.  

Table I shows the gain values obtained by trial and 
error that yield to a good target point tracking and 
stabilization of the Euler angles.  

Regarding the low-level controllers, they are tuned in 
the absence of the medium-level control scheme, i.e., the 
motors are tuned to follow a set of practical reference 
speeds that were not calculated based on the medium-
level controllers. Table II shows the gains, obtained by 
trial and error, of the PID, Lyapunov based and sliding 
mode strategies that yield to the best speed profile 
tracking.  
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TABLE I 
GAINS OF THE MEDIUM-LEVEL PD CONTROLLERS 

Parameter Value Parameter Value 
Kpz 120 Kpψ 50 
Kdz 50 Kdψ 20 
Kpy 1 KpΦ 50 
Kdy 4 KdΦ 20 
Kpx 2 Kpθ 50 
Kdx 5 Kdθ 20 

 
TABLE II 

GAINS OF THE LOW-LEVEL CONTROLLERS 
Controller Parameter Value 

PID Kp 0.003 
 Ki 0.09 
 Kd 0 

Lyapunov Based KL 30 
Sliding Mode KS 90000 

 Φ 2400 
 
Then, the overall model of the Li-Po powered 

hexarotor is controlled using:  
 Case 1: Medium-level PD controllers with the PID 

strategy for low-level control. 
 Case 2: Medium-level PD controllers with the 

Lyapunov based strategy for low-level control. 
 Case 3: Medium-level PD controllers with the sliding 

mode strategy for low-level control.  
For the three low level controllers cases, the responses 

of the hexarotor’s degrees of freedom (x; y; z; Φ; θ; ψ) 
and motor speeds (ω1; ω2; ω3; ω4; ω5; ω6) were very 
similar. Therefore, only those of the first controller are 
shown in Figs. 3 and 4.  

 

 
 

Fig. 3. Responses of the hexarotor’s degree of freedom 
with PID low-level controller 

 
 

Fig. 4. Responses of the BLDC motors’ speeds 
with PID low-level controller 

 
Figure 3 illustrates how each degree of freedom of the 

hexarotor (solid blue) tracks its desired reference (dashed 
red), and Fig. 4 illustrates how the speed of each BLDC 
motor (solid blue) tracks its desired reference (dashed 
red). Based on these results, it is shown that the medium-
level controller makes the hexarotor track successfully its 
target point while stabilizing its Euler angles, and the 
low-level controllers make the BLDC motors track 
successfully their desired speed profiles. For each low-
level controller, the criteria detailed previously in Section 
III-C is detailed at the end of the simulations. The 
indicators are listed in Table III and the saving scores are 
listed in Table IV. Based on Table III data, it can be 
shown that the Lyapunov based and sliding mode 
controllers have lower speed RMSEs than those of the 
PID controller. Thus, they are more efficient than the 
PID controller in terms of speed tracking. However, 
based on Table IV data, it can be shown that the 
Lyapunov based and sliding mode controllers have 
negative values for their SSEb. Therefore, they consume 
more energy than the PID controller. Hence, the most 
energy saving low-level control strategy is the PID 
controller. It did consume the least amount of energy, but 
this came at the cost of being the least efficient in terms 
of speed tracking. Moreover, as shown in Table IV, SSEb 
and SSJu have the same sign for each case of low-level 
control. Therefore, in contrary to [14], they will give the 
same indication about energy consumption in any case.  

V.2. Medium-Level Approach 

Based on Section IV, the ABC algorithm is coded to 
find the optimal gains of the medium-level PD controller 
that minimize the overall cost function for a certain value 
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of λ. The algorithm stopping criteria corresponds to the 
case where the best cost can no longer be minimized or 
when the number of iterations exceeds its maximum limit 
MaxIt. The parameters related to the algorithm and those 
related to the cost function are set as shown in Table V. 

To validate our approach, the ABC algorithm is used 
to find the optimal gains of three different scenarios:  
 Scenario 1: The medium-level controllers should 

guarantee the most efficient target point tracking 
only. Therefore, we let λ=1; 

 Scenario 2: The medium-level controllers should 
guarantee target point tracking and minimization of 
energy consumption. Therefore, λ is decreased to 0.6; 

 Scenario 3: The medium-level controllers should 
guarantee more reduction in energy consumption than 
they do in Scenario 2. Therefore, λ is decreased to 
0.4. 

The optimal gains found in each scenario are listed in 
Table VI. To test and validate the behavior of the optimal 
gains found in each scenario, the overall model of the Li-
Po powered hexarotor is controlled using:  
 Case 1: Medium-level PD controllers tuned to the 

optimal gains of Scenario 1 in addition to the low-
level PID controllers 

 Case 2: Medium-level PD controllers tuned to the 
optimal gains of Scenario 2 in addition to the low-
level PID controllers 

 Case 3: Medium-level PD controllers tuned to the 
optimal gains of Scenario 3 in addition to the low-
level PID controllers 

It is important to note that, in all the three cases, the 
gains of the medium-level PD controllers were set to 
their values listed in Table I. Since the behavior of these 
gains is being studied, the responses of x, y and z are 
analyzed only. It is important to note that the Euler 
angles were stabilized in all three cases. 

Figures 5, 6 and 7 illustrate how the hexarotor’s 
position (solid blue) tracks its desired reference (dashed 
red) in cases 1, 2 and 3 respectively. Based on the 
figures, the optimal gains of all three scenarios are 
successful in making the hexarotor track its desired target 
point.  

To compare the tracking efficiencies and energy 
consumption among the three cases, the following 
criteria are evaluated for each case: STx, STy, STz, OSx, 
OSy, OSz, ISEx, ISEy, ISEz and Eb. By decreasing λ (from 
Case 1 to Case 3), the settling times were delayed, and 
the integrated squared errors increased. However, the 
percentage of actual energy consumed decreased.  

Therefore, by decreasing λ, the optimal gains found by 
the ABC algorithm guarantee lower energy consumption 
but less efficient target point tracking. When the ABC 
algorithm finds the optimal gains that minimize the 
overall cost function for a certain value of λ, it is actually 
finding the gains that guarantee a trade-off between 
efficient target tracking and minimization of energy 
consumption. By decreasing λ, the ABC algorithm finds 
the gains that minimize the energy consumed rather than 
increasing the tracking efficiency, and vice versa. 

 
 

Fig. 5. Responses of x, y and z in Case 1 
 

 
 

Fig. 6. Responses of x, y and z in Case 2 
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TABLE III 
INDICATORS 

Controller eω1(rad/s) eω2(rad/s) eω3(rad/s) eω4(rad/s) eω5(rad/s) eω6(rad/s) Eb(%) Ju(V2 s) 
PID 11.2833 11.1226 10.3651 9.7377 10.6154 11.0383 19.5997 99904 

Lyapunov 11.2595 11.1043 10.3511 9.7316 10.6 11.0195 19.6472 100305 
Sliding Mode 11.2589 11.1043 10.3509 9.7313 10.5997 11.0194 19.6551 100540 

 
TABLE IV 

SAVING SCORES WITH RESPECT TO THE PID CONTROLLER 
Controller SSEb(%) SSJu(%) 

Lyapunov Based -0.0476 -0.4012 
Sliding Mode -0.0555 -0.6365 

 
TABLE V 

ABC PARAMETERS 
Parameter Value Parameter Value 

Np 100 σx 6.4 
limit 150 σy 6.4 

MaxIt 1000 σz 5.4 
  σOS 0.02 

 
TABLE VI 

OPTIMAL GAINS OBTAINED IN EACH SCENARIO 
Scenario Kpz Kdz Kpy Kdy Kpx Kdx 

1 60.8251 11.4068 3.4379 6.7180 1.2767 4.0348 
2 59.2259 25.9863 1.7614 4.7670 2.1 5.0095 
3 74.8375 33.4401 1.1716 3.8659 2.5827 5.5918 

 

 
 

Fig. 7. Responses of x, y and z in Case 3 

V.3. Discussion 

The different simulations above were carried out 
obtaining a quantitative comparison between the different 
applied controllers and the two strategies. Conclusions 
about the energy saving in the low-level approach were 

drawn taking into account the consumed energy and a 
control-effort based index.  It was found that the most 
energy saving strategy (PID) was the least efficient in 
terms of speed profile tracking. Therefore, speed profile 
tracking and minimum energy consumption are two 
incompatible objectives of low-level control, and 
designers should make a trade-off between them. On the 
other hand, each controller of the tested ones has its own 
advantages depending on the situation; for example, the 
sliding mode controller could be a suitable choice when 
robustness against perturbations is the main objective, 
even if it results in higher energy consumption. The PID 
controller offers generally a cost-effective solution as it 
does not require a mathematical model of the system, 
providing a significant cost/benefit ratio.  

In the medium level approach, the ABC algorithm was 
used to tune the gains of the medium-level PID 
controllers to guarantee both target point tracking and 
minimum energy consumption. Since energy 
consumption was addressed using the control effort index 
in this method, and since this index does not actually 
reflect the real energy consumed, the low-level control 
scheme developed in the first method was still considered 
to evaluate the percentage of energy consumed and thus 
validate energy consumption minimization. It was found 
that the ABC algorithm was efficient and suitable for 
finding the optimal gains that guarantee a trade-off 
between efficient target tracking and minimization of 
energy consumption. 

VI. Conclusion 
Currently, most the UAVs using electric propulsion 

are powered with Lithium Polymer batteries. Based on 
this energy-limited scenario, in this paper, we proposed 
minimizing the energy consumed by an electric-powered 
UAV as it tracks a desired target point by designing its 
controllers in an energy saving manner and implementing 
them for a generic UAV propulsion system including the 
lithium polymer battery and the energy source. In a first 
attempt, the energy consumption problem was addressed 
through the design of the UAV’s low-level control. In a 
second attempt, the energy consumption problem was 
addressed through the design of the UAV’s medium-
level control by using the ABC algorithm.  

Based on the obtained results, in future works, we 
intend to test both approaches experimentally on a real 
Li-Po powered hexarotor UAV. We also intend to 
enhance both approaches and use them to minimize the 
energy consumed by an UAV as it executes a more 
complex mission such as being part of a formation flight 
which should converge to a target point while avoiding 
obstacles and collisions.  
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A Fuzzy Logic-Based Map Matching Approach to Increase 
Location Accuracy. Case Study Tirana, Albania 

 
 

Luis Lamani 
 
 
Abstract – Albania has recently entered a new era in the realm of map development and 
digitalization. The development of the road network poses an added challenge for developers of 
smart city applications. Recent research on map-matching algorithms for land vehicle navigation 
has mostly used either traditional topological analysis or a probabilistic technique. These methods 
do not account for positioning errors, Horizontal Dilution Of Precision (HDOP), heading 
increment, and other crucial factors, which render them unreliable for complex metropolitan road 
networks like Albania's. Consequently, it may be difficult to pinpoint the route that the car is 
taking. By employing a fuzzy logic-based approach, the precision of the car's location can be 
significantly improved. This article describes how to implement a fuzzy logic-based system to 
match GPS vehicle trajectory data to a digital road network in Tirana using Python. Copyright © 
2023 Praise Worthy Prize S.r.l. - All rights reserved. 
 
Keywords: Fuzzy Logic, Python Algorithm, GPS, Map Matching, Fuzzy Inference Systems 
 

 

Nomenclature 
A Fuzzy set for input variable X 
a, b, c Constant values determined 

by the last square method 
API  Application Programming Interface 
ATTS Advanced Transport Telematics Systems 
B Fuzzy set for input variable Y 
CSV Comma-Separated Values 
f Fuzzy rule 
FIS  Fuzzy Inference System 
FL Fuzzy Logic 
FLS Fuzzy Logic System 
GPS Global Positioning System 
HDOP Horizontal Dilution Of Precision 
HE Heading Error 
IMP Initial Matching Process 
JOSM Java OpenStreetMap Editor 
MF Membership Function 
MM Map Matching 
OSM OpenStreetMap 
SMP Subsequent Map Matching Processes 
VC Variance-Covariance 
w Membership degree of fuzzy rule 
ഥݓ  Normalized membership degree 
x, y Input values 
Z Linear function 

I. Introduction 
Since its beginnings, the GPS has evolved into a vital 

global instrument with several applications, including 
transportation system management, land and agricultural 
management, company management, and so on. 

 
Nowadays, GPS provides navigation and timing 

services for civic and business purposes all around the 
world. This article highlights its significance for mobility 
technology such as personal navigation aids [1]. Various 
advanced transport telematics systems that rely on GPS 
are currently available. ATTS consists of all types of 
sophisticated personal navigation aid systems and vehicle 
monitoring and tracking systems. All types of navigation 
systems use GPS devices of various types, whether for 
positioning, moving between locations, tracking an 
object or personal activity, or producing various types of 
maps. All of these systems are comprised of two 
fundamental elements: a device for determining a 
vehicle's location (e.g., a GPS tracking device) and a 
digital road map for referencing the vehicle's location.  

Ideally, both of these components are 100% precise, 
and the position of the car aligns with the digital road 
network. Both GPS and digital road networks include 
flaws, which is unfortunate. GPS is susceptible to 
systematic mistakes, atmospheric interference errors, 
calculation and rounding problems, ephemeris (orbital 
route) data issues, etc. [2]. Albania has entered a new era 
of map digitization and growth. Obtaining two satellites, 
Albania 1 and Albania 2, will provide a significant 
benefit in this aspect, inter alia. This development 
necessitates ongoing data compatibility enhancement in 
order to pinpoint an exact position, along with periodic 
urban changes that raise building density and network 
complexity. This fast expansion of the road network in 
developing countries, such as Albania, results in regular 
data and information updates. The digital road network 
develops flaws as a result of the creation and digitization 
of maps [3], [4]. Therefore, it is highly unlikely that the 
GPS positions and the digital road network would match, 
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and further effort, known as map matching, is required to 
reconcile them. The fuzzy logic map matching method is 
the most successful of the available map matching 
algorithms in terms of recognizing proper linkages in the 
digital road network [3]. This study's objective is to 
implement the fuzzy logic-based map matching method 
in the Python programming language. The developed 
approach may be used to correlate imprecise GPS-
derived car positions with a digital road network. The 
structure of implementation has consisted of three 
interconnected components: IMP, SMP-1, and SMP-2.  

The initial matching process determines the location 
of the vehicle on the link. Subsequent Map Matching 
Processes (SMP-1 and SMP-2) match trailing positions 
to the link if the vehicle has not crossed the link (SMP-1) 
or passed an intersection (SMP-2). In all three 
procedures, fuzzy inference algorithms have been 
utilized to evaluate the likelihood of a match while 
considering various variables. 

The sections of this paper are organized as follows. A 
literature review is provided in Section II. The 
methodology of the data collection, fuzzy logic, and 
motivation for using Python to implement the proposed 
algorithm are provided in Section III. The proposed 
architecture and the algorithm implementation are 
presented in Section IV. The results of this case study in 
Tirana are presented in Section V. The last section of this 
paper contains the conclusions. 

II. Literature Review 
MM algorithms have been extensively applied in road 

transportation and can be categorized as topological, 
geometric, probabilistic, and advanced, as outlined in [5]. 

The initial algorithm for car navigation utilizing the 
MM approach has been described in [6]. This particular 
algorithm is geometric in nature and relies on the shape 
of the road segment. The algorithm's lack of accuracy, 
particularly at intersections and parallel roads, can be 
attributed to its simplistic structure. Velaga et al. [7] have 
identified and tackled various shortcomings present in 
the current topological Molecular Modeling (MM) 
algorithms. They have proposed an improved weight-
based topological MM algorithm that has incorporated 
two novel weights for intersections and link connectivity.  

The experimental findings indicate that the improved 
MM algorithm outperforms the majority of current 
topological MM algorithms. Greenfeld [8] has presented 
a methodology for processing low-quality GPS data by 
using a topologically based approach. The match has 
been determined based on a weighted score calculation, 
with the highest score being selected. White et al. [9] 
have presented a pair of straightforward geometric and 
topological MM algorithms for comparative purposes.  

Despite the conventional nature of the proposed 
algorithms, the authors provide insight into potential 
future directions for MM algorithms. Chen and Bierlaire 
[10] have introduced a probabilistic approach that utilizes 
a measurement model for smartphones to determine the 

probability of the observed data in transportation 
networks. The output of this approach is a set of potential 
road segments that align with the highest probabilities, 
using a probabilistic approach. Quddus and Washington 
[11] have developed a new weight-based shortest path 
and vehicle trajectory-aided MM algorithm, taking into 
account the low-frequency positioning data. The A 
algorithm, a widely recognized method for searching for 
the shortest path, has been utilized in this study.  

Furthermore, two supplementary weights have been 
established to account for the shortest path and vehicle 
trajectory. The findings of the simulation suggest that the 
algorithm that has been created is appropriate for the 
provision of transport applications and services in real-
time. Sharath et al. [12] have developed a dynamic 2-D 
MM algorithm that incorporates dynamic weight 
coefficients and road width. The road segment has been 
represented as a matrix of grids centered on its center 
line. The identification of location has been determined 
by assigning a weight score based on factors such as 
proximity, kinematics, turn-intent prediction, and 
connectivity. Krüger et al. [13] have introduced a visual 
interactive algorithm for multimedia matching that 
encompasses both preprocessing and matching 
procedures. The preprocessing parameters have been 
optimized through the utilization of immediate visual 
feedback. The effectiveness of this method has been 
demonstrated by using a large amount of car trajectory 
data. The authors of [14] have proposed a closed-loop 
multimodal framework to facilitate ground vehicle 
navigation by leveraging ambient signals of opportunity.  

The proposed framework is based on the premise that 
the vehicle has pre-existing knowledge of its initial 
states. The subsequent states of the vehicle are evaluated 
by a particle filter. Most advanced MM algorithm 
approaches are Fuzzy Logic (FL)-based. The 
introduction of FL into the domain of MM has been 
initially attributed to Kim and Kim [6]. A new algorithm 
using fuzzy logic has been introduced for identifying 
accurately the specific road segment where a vehicle is 
located. The study conducted by Fu et al. [15] has 
considered the possible segments that are associated with 
the current road segment. These segments have been 
identified based on projected points that are located 
within the radius of positioning error detected by GPS. If 
there are multiple candidates, each segment of the 
candidates is evaluated through a fuzzy system that 
considers the differences in both distance and heading.  

Jagadeeshet et al. [16] have developed a basic fuzzy 
inference system in order to determine the probability of 
each road in the potential set based on variations in 
distance and heading. According to Syed and Cannon's 
research [17], the initial GPS conditions indicate that the 
first segment is highly resilient. Consequently, a Fuzzy 
Logic System (FLS) has been utilized to ascertain 
whether the present GPS point is situated within the 
preceding segment. The level of confidence for the MM 
locations has been established, albeit without any further 
explication. Quddus et al. [18] have enhanced the 
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accuracy of the FLS-based MM algorithm. The current 
study differs from previous FL-based MM algorithms 
[15]-[17], and [19] by integrating an improved GPS 
positioning system that combines data from vehicle 
sensors. Therefore, the use of additional data, such as the 
speed and direction of the vehicle, the heading of the 
vehicle, and its difference, can act as precursors for the 
Fuzzy Logic System (FLS).  

The objective of this work is to present a Python-
based algorithm that shows a notable degree of accuracy 
in the context of MM. The implementation of fuzzy logic 
systems allows for the achievement of this goal. 

III. Methodology 
In this article, all of the essential data is tabular, 

requiring a quantitative analysis approach. Both the GPS 
data and the digital road map should be accessible for 
testing. 

III.1. Data Collection 

Using a GPS receiver (Trimble Juno SB), vehicle 
trajectory information has been gathered. Trimble Juno is 
a multifunctional GPS device that collects geodata in 
many file formats. The speed of the vehicle and the 
intervals between loggings, both of which have played 
significant roles in the calculations, have been measured 
with RoadLabPro. OpenStreetMap is a free, editable, 
open-source map of the entire world that volunteers have 
mostly created from scratch. All the acquired data is 
saved in OpenStreetMap databases using many software 
applications, JOSM in particular. This API is used as the 
data source for the second component due to its spatial 
coverage and the data's legibility. 

III.2. Fuzzy Logic 

Fuzzy logic is based on human reasoning rather than 
precise mathematical modeling [20]-[25]. Typically, the 
dynamic nature of a fuzzy system can be defined by a 
collection of linguistic fuzzy rules [20]. In the 1960s, 
Zadeh first introduced it [26]. Through his work in 
control engineering, Zadeh came up with the fuzzy 
theory to deal with processes that needed human operator 
competence but were only loosely expressed in words 
[27]. Fuzzy logic allows many truth values to be 
processed through a single variable [28]. Fuzzification is 
a mathematical process that involves the conversion of an 
element within the universe of discourse into a 
membership value of a fuzzy set [20]. The idea of 
different levels of membership or membership values has 
been made to reflect the meaning of certain words and 
phrases [29]. A collection of if-then rules is used to map 
an input space to an output space. These rules are based 
on the knowledge and on the experience of a human 
expert in that domain. Fuzzy rules are of the general 
form: if > antecedent(s) then consequent(s). The 
antecedent and the consequent of a fuzzy rule consist of 

propositions that incorporate linguistic variables [20].  
Figure 1 depicts the whole Fuzzy Inference System 

(FIS) that performs this function. The Sugeno [30], [31] 
Fuzzy Inference System (FIS) is a key element in the 
fuzzy logic-based map matching algorithm. Its primary 
function is to assess the probability of a GPS location 
being matched to a particular link within the digital road 
network. However, it differs slightly from the FIS 
mentioned above. If the fuzzy rules in the FIS are 
described like this, i.e. if x is A and y is B, then z is C, 
then the rules in Sugeno's FIS look like this: if x is A and 
y is B, then Z = f (x, y); as a linear function, hence Z = ax 
+ by + c or a constant if a = b = 0. Figure 2 provides a 
detailed mathematical explanation of how Sugeno's FIS 
operates. 

Fuzzy rule: 
 

ଵ݂ = ܽଵݔ + ܾଵݕ + ܿଵ 
ଶ݂ = ܽଶݔ + ܾଶݕ+  ܿଶ (1)

 
Defuzzification: 
 

݂ =
ଵݓ ଶ݂ ଶݓ+ ଶ݂

ଵݓ ଶݓ+
= ഥଵݓ  ଵ݂ ഥଶݓ+ ଶ݂ (2)

 
where A is the fuzzy set for input var X, B is the fuzzy set 
for input var Y, x, y are input values, f is the fuzzy rule, a, 
b, c are constant values determined by the last square 
method, w is the membership degree of fuzzy rule; ݓഥ  is 
the normalized membership degree. 

III.3. Python 

The fact that Python will be used to implement the 
presented approach is already noted. Because of its 
widespread adoption by major GIS systems, Python has 
risen to prominence as the language of choice for 
geospatial research, but its versatility as a data-analysis 
tool and its understandable syntax have also attracted a 
growing number of users [32].  

 
Data input

Data collection; 
pre-processing

Fuzzification 
Mechanism

Fuzzy Inference

Output 
processing

Data output

Defuzzify

Membership function (MF)

Knowledge
Base

 
 

Fig. 1. Fuzzy Inference System 
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Fig. 2. Sugeno’s Fuzzy Inference System 

 
In addition, several tools have been designed from the 

beginning as open source, and their accessibility is 
steadily attracting more users. Several widely accessible 
modules and libraries can be quickly loaded and 
imported, allowing developers to create sophisticated 
applications with relatively few lines of code. The 
filtering and processing of data is a crucial starting step 
in this study, and Python makes it much simpler [32]. 

IV. The Algorithm's Implementation 
and Architecture 

IV.1. The Structure of the Fuzzy Map 
Matching Algorithm 

The fuzzy logic map-matching method divides the 
map-matching process into two parts. The Initial Map 
Matching Process (IMP) and the Subsequent Map 
Matching Process (SMP) are responsible for identifying 
the proper connection in the digital road network, which 
is the most challenging part. The second part involves 
determining the position of a vehicle on a connection [3].  

The algorithm's structure is depicted in Figure 3. The 
Initial Map Matching Process (IMP) is the first and most 
crucial step in the map matching process since it 
identifies the initial link. The presence of an error in this 
context is likely to result in subsequent inconsistencies.  

The methodology entails the correlation of an error 
zone, which may be elliptical or rectangular in shape, 
encompassing the GPS location with the existing road 
infrastructure. The error region is determined by utilizing 
the variance-covariance matrix that is linked to the GPS 
location error. The trajectory data that has been gathered 
does not possess the requisite information for the 
computation of the VC matrix. This includes parameters 
such as the topocentric distance between the satellite and 
the receiver as well as the range between the two entities.  

The initial map matching process uses a fuzzy system 
to determine which link is suitable between candidate 
links after the formation of the error rectangle.  

GPS trajectories and digital 
road network

Error region

Candidate links

speed; HDOP; distance; HE

FIS-1

Output value > 80

end point for each candidate 
link

alpha; beta; delta_d; HDOP; 
speed

FIS-2

Output value > 60

connectivity 0/1

FIS-3

Output value > 50

if end point of each candidate link is 
located on the digital road network and 

on the candidate links

successful map matching

 
 

Fig. 3. Algorithm architecture for fuzzy logic map matching 
 

The input variables of this fuzzy inference system are 
the vehicle's speed, v (m/s), the Horizontal Dilution Of 
Precision (HDOP), the distance to the link, and the 
heading error, HE (degrees), which is the absolute 
difference between the vehicle's direction and the link's.  

The output represents the probability of matching a 
location fix to a candidate link. The subsequent map 
matching process starts after the initial map matching 
process has been successfully completed and is 
responsible for matching the subsequent positions. It is 
divided into two sections:  
- The Subsequent Map Matching Process (SMP-1) 

checks if the vehicle has already crossed a junction or 
is likely to do so, and if not, matches subsequent 
positions to the connection provided by the IMP; 

- If the vehicle has crossed a junction, the Subsequent 
Map Matching Process at the junction (SMP-2) 
selects a new connection among the candidate links. 

IV.2. Data Acquisition and Processing 

The input to the fuzzy logic map matching algorithm 
is a geodata frame, which is derived from trajectory data 
through many conversions. It contains the coordinates of 
the GPS track that should be matched with the digital 
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road network. In addition, it should include the following 
data for processing by the algorithm:  
- GPS.Speed in km/h; 
- GPS.Bearing; 
- GPS.HDOP; 
- HE; 
- Time. 

Missing values in the data are replaced with zeros 
since they might lead to improper matchings between the 
corresponding and succeeding points. In order to get 
started with the implementation of the algorithm, it is 
necessary to gather and store the digital road network 
(OSM) data, which can be conveniently accessed in 
Python through modules like osmnx and network.  

Additional data increases the algorithm's latency. 
Hence, it is crucial to filter and validate the input. 

IV.3. The implementation of the Initial 
Map Matching Process 

As mentioned previously, the initial procedure for 
map matching involves constructing an error zone for 
each GPS trajectory point. Therefore, a fixed-length error 
rectangle should be generated at each point on the 
trajectory.  

More modules should be imported to accomplish this. 
One of these modules is shapely, which is used for 
Python analysis of two-dimensional geometry. Following 
that, various FIS-1 variables are computed.  

Calculating the distance between each GPS trajectory 
point and the highways (links) should come first, 
followed by determining the error in direction, which is 
the difference between each GPS trajectory point's 
azimuth and direction. The heading error is calculated as 
the difference between the directions (azimuth) of the 
links and the azimuth values for every point on the 
trajectory. The HDOP and velocity parameters are 
calculated by using the trajectory data. Then the data 
frame is saved as a CSV file and used as an input to FIS-
1.  

The Python code for fuzzy inference systems is nearly 
the same. The modules pyFUME and simpful are 
required for its implementation [33], [34]. The most 
essential aspect of this work is the development of fuzzy 
inference systems. The value obtained as a result of this 
calculation reflects, with regard to each FIS, the 
probability that these linkages are accurate. In addition to 
that, these modules provide membership function graphs, 
which are shown in Figure 4. 

IV.4. The implementation of the Subsequent 
Map Matching Process 

The starting point is the implementation of Subsequent 
Map Matching Process-1 in Python, which aims to 
determine the potential of matching future positions with 
existing links. The following FIS-2 variables are 
calculated after getting two positions from the GPS 
trajectories: a position known as the "last defined 

position" and a position called the "current position": 
- Speed: calculated from trajectory data; 
- Alpha: last fixed location, relative to the connection, 

as seen from the last current position [33]; 
- Beta: the location of the current fixed position 

relative to the connection as seen from the next 
junction; 

- Delta_d: the difference between the distance between 
the last fixed position and the last point of each path 
and the distance the vehicle has travelled since the 
last fixed position; 

- HI: calculated as the difference between azimuth 
values for consecutive points;  

All data are saved in a csv file, just like in IMP, and 
then entered into FIS-2. 

If a vehicle has passed through an intersection, SMP-2 
will now determine new connections for candidate 
connections.  

This step makes extensive use of the variables and 
data tables defined in the two preceding processes. Link 
connections are an additional variable that this Fuzzy 
Inference System (FIS) should consider.  

The link association is established by generating a 
binary column in the data table, which consists of zeros 
and ones, in order to indicate the direct correlation 
between a potential link and a previously selected link.  

As per the definition outlined in SMP-1, the numerical 
value of 1 indicates the connection of the candidate link 
with the preceding link.  

On the other hand, 0 indicates that this association is 
not true. It starts with the points on the routes of the 
digital road network.  

Then, for every point in this data series that 
corresponds to a potential connection point in the FIS-3 
data series, a value of 1 is assigned. By using FIS-3 in 
the same manner as before, the data is stored and 
processed to obtain the result value (Fig. 5). 

 

 
 

Fig. 4. Membership function graphs FIS-2 
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Fig. 5. Membership function graphs FIS-3 

V. Result 
The lack of relevant data related to the vehicle's 

location in user-generated trajectories poses a challenge 
in determining the adequacy of the established 
connections. The algorithm proposed in this paper aims 
to identify apparent inconsistencies and determine the 
conditions under which they arise. In order to assess the 
algorithm's performance across distinct geographic 
regions, namely rural and urban areas, varying ranges of 
values have been obtained and displayed from the data 
tables. As seen in Figure 6, the algorithm performs 
exceptionally well in rural areas (where green points 
represent trajectory positions and red points represent 
matching spots). In rural locations, the road density is 
low and GPS placements are more exact, making map 
matching easier and more precise. As demonstrated, the 
dislocation of trajectory locations occurs predominantly 
in turns, and the algorithm is able to match accurately 
those locations. In urban areas (Figure 7), the 
identification of the link is also effective. Even if the 
road density is significantly higher than in rural areas and 
GPS sites are sometimes fairly distant from the roads, the 
algorithm is able to detect accurately the linkages.  

However, in this case, there is an issue with the 
determination of the vehicle's location with regard to the 
object. Although the algorithm can identify the correct 
connection, if the GPS position is ahead of the link, the 
link location frequently becomes the final link node. The 
majority of mismatches occur on multi-lane roadways 
where the matched location is in the incorrect lane. The 
lack of values in the digital road network table or the lack 
of values in the trajectory data might also result in 
mismatches. As a result, the findings indicate that: (1) the 
Python-based algorithm is highly efficient in accurately 
identifying the appropriate links; (2) using an area of 
fixed dimensions to create an "error zone" might not be 
the most optimal approach; however, it has no impact on 
the accurate identification of the specific points that the 
vehicle navigates; and (3) the removing or labeling 
(flagging) of trajectories lacking essential data in order to 

increase the performance. Subsequent to these results, the 
forthcoming work will consist of improving the Python 
algorithm by testing additional metropolitan regions.  

This case study will also build a repository of taken-in 
trajectories to improve satellite-based digital mapping. 

VI. Conclusion 
The study outlines the deployment of a fuzzy logic-

driven system to align GPS vehicle trajectory data with a 
digital road network in Tirana using the Python 
programming language. This approach has been chosen 
due to its proven efficacy in detecting connections. 

 

 
 

Fig. 6. Map matching in rural areas (Tirana); green points represent 
trajectory positions and red points represent matching spots 

 

 
 

Fig. 7. Map matching in urban areas (map of Tirana - “Blloku” square); 
green points represent trajectory positions and red points represent 

matching spots 
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Due to insufficient data in the GPS trajectories, the 
VC matrix could not be generated, rendering its 
collection unattainable. Therefore, modifications have 
been made to various components of the algorithm, 
which have included the creation of an error location.  

The error zone is defined with a fixed scale, and the 
location of the vehicle for the given link is determined by 
computing the nearest point along the link. Although not 
an optimal solution, it does not affect the primary 
function of the algorithm, which is to detect the pathways 
on which the vehicle is navigating. The outcome allows 
for the alignment of GPS-derived trajectories with a 
digital road network. It is essential to acknowledge that 
although the recently developed algorithm is functional, 
there are certain concerns that need to be considered.  

Based on each iteration of the algorithm, it is 
necessary to retrieve and analyze the data in order to 
generate a digital representation of the road network. 
Depending on the size and characteristics of the region, 
this might increase latency. In terms of performance, a 
digital road network can exhibit superior outcomes when 
pre-existing knowledge of the location is available. In 
order to enhance further performance, it is possible to 
identify an alternative source for getting route data, such 
as an API that would allow queries, particularly if this 
source provides better data filtering. The outcome of this 
work includes both documentation and a functional code 
that enables users to align their GPS trajectories with a 
digital road network. Obtaining or producing an 
additional data repository for the digital road network 
could improve the algorithm's performance. This depends 
on the assumption that the data is downloaded and 
processed for each iteration, which may necessitate a 
substantial amount of time. Managing data from a large 
area or a highly interconnected transportation network 
can present significant difficulties. As the understanding 
of a specific region increases, its perceived size tends to 
decrease. Furthermore, the algorithm performs better 
when additional filters are applied to the provided data.  

This will be done as part of ongoing work to improve 
the algorithm. 

Appendix 
FIS-1 

from simpful import * 

FS=FuzzySystem() 

#the fuzzy rules 

RULE1='IF (speed IS high) AND (bearing IS small) THEN (L1 IS 

average)' 

RULE2='IF (speed IS high) AND (bearing IS large) THEN (L1 IS low)' 

RULE3='IF (HDOP IS good) AND (distance IS short) THEN (L1 IS 

average)' 

RULE4='IF (HDOP IS good) AND (distance IS long) THEN (L1 IS 

average)' 

RULE5='IF (bearing IS small) AND (distance IS short) THEN (L1 IS 

high)' 

RULE6='IF (bearing IS large) AND (distance IS long) THEN (L1 IS 

low)' 

FS.add_rules([RULE1,RULE2,RULE3,RULE4,RULE5,RULE6]) 

#output values 

FS.set_crisp_output_value('low',10) 

FS.set_crisp_output_value('average',50) 

FS.set_crisp_output_value('high',100) 

#fuzzy sets for each input variable 

#the fuzzy sets for the input variable speed 

FS_1=FuzzySet(function=InvSigmoid_MF(c=74, a=0.1), term="low") 

FS_2=FuzzySet(function=Sigmoid_MF(c=74, a=0.1), term="high") 

FS_3=FuzzySet(function=Sigmoid_MF(c=74, a=0.1), term="zero") 

MF_speed = LinguisticVariable([FS_1,FS_2,FS_3], concept="speed", 

universe_of_discourse=[0,149]) 

FS.add_linguistic_variable("speed", MF_speed) 

#the fuzzy sets for the input variable bearing 

FS_4=FuzzySet(function=InvSigmoid_MF(c=180, a=0.4), 

term="small") 

FS_5=FuzzySet(function=Sigmoid_MF(c=180, a=0.4), term="large") 

MF_bearing = LinguisticVariable([FS_4,FS_5], concept="bearing", 

universe_of_discourse=[0,360]) 

FS.add_linguistic_variable("bearing", MF_bearing) 

#the fuzzy sets for the input variable distance 

FS_6=FuzzySet(function=InvSigmoid_MF(c=0.141563, 

a=0.000000256), term="short") 

FS_7=FuzzySet(function=Sigmoid_MF(c=0.141563, a=0.000000256), 

term="long") 

MF_distance = LinguisticVariable([FS_6,FS_7], concept="distance", 

universe_of_discourse=[0,0.283126]) 

FS.add_linguistic_variable("distance", MF_distance) 

#the fuzzy sets for the input variable HDOP 

FS_8=FuzzySet(function=InvSigmoid_MF(c=2.5, a=0.4), term="bad") 

FS_9=FuzzySet(function=Sigmoid_MF(c=2.5, a=0.4), term="good") 

MF_HDOP = LinguisticVariable([FS_8,FS_9], concept="HDOP", 

universe_of_discourse=[0,5]) 

FS.add_linguistic_variable("HDOP", MF_HDOP) 

# Plot all linguistic variable 

FS.plot_variable('speed') 

FS.plot_variable('bearing') 

FS.plot_variable('HDOP') 

FS.plot_variable('distance') 

from pyfume import * 

# Set the path to the data and choose the number of clusters 

(automatically two if not chosen) 

path='./fis1_data.csv' 

# Generate the Takagi-Sugeno FIS 

FIS = pyFUME(datapath=path) 

# Extract the model from the FIS object 

model1=FIS.get_model() 

# Perform inference and print predicted value 
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print(model1.Sugeno_inference(['L1'])) 

 
FIS-2 

#in order to import packages run 'pip install 'name of package'' on the 

terminal 

from simpful import * 

FS=FuzzySystem() 

#the fuzzy rules 

RULE1='IF (alpha IS below90) AND (beta IS below90) THEN (L2 IS 

high)' 

RULE2='IF (delta_d IS positive) AND (alpha IS above90) THEN (L2 

IS low)' 

RULE3='IF (delta_d IS positive) AND (beta IS above90) THEN (L2 IS 

low)' 

RULE4='IF (HI IS small) AND (alpha IS below90) AND (beta IS 

below90) THEN (L2 IS high)' 

RULE5='IF (HI IS small) AND (delta_d IS positive) AND (alpha IS 

above90) THEN (L2 IS low)' 

RULE6='IF (HI IS small) AND (delta_d IS positive) AND (beta IS 

above90) THEN (L2 IS low)' 

RULE7='IF (HI IS large) AND (alpha IS below90) AND (beta IS 

below90) THEN (L2 IS low)' 

RULE8='IF (HDOP IS good) AND (speed IS zero) THEN (L2 IS high)' 

RULE9='IF (HDOP IS good) AND (delta_d IS negative) THEN (L2 IS 

average)' 

RULE10='IF (HDOP IS good) AND (delta_d IS positive) THEN (L2 IS 

low)' 

RULE11='IF (speed IS high) AND (HI IS small) THEN (L2 IS 

average)' 

RULE12='IF (HDOP IS good) AND (speed IS high) AND (HI IS 180) 

THEN (L2 IS high)' 

FS.add_rules([RULE1,RULE2,RULE3,RULE4,RULE5,RULE6,RULE

7,RULE8,RULE9,RULE10,RULE11,RULE12]) 

 

#output values 

FS.set_crisp_output_value('low',10) 

FS.set_crisp_output_value('average',50) 

FS.set_crisp_output_value('high',100) 

#fuzzy sets for each input variable 

#the fuzzy sets for the input variable speed 

FS_1=FuzzySet(function=InvSigmoid_MF(c=20.5, a=0.1), 

term="low") 

FS_2=FuzzySet(function=Sigmoid_MF(c=20.5, a=0.1), term="high") 

FS_3=FuzzySet(function=Sigmoid_MF(c=0.1, a=0.1), term="zero") 

MF_speed = LinguisticVariable([FS_1,FS_2,FS_3], concept="speed", 

universe_of_discourse=[0,41]) 

FS.add_linguistic_variable("speed", MF_speed) 

#the fuzzy sets for the input variable delta_d 

FS_4=FuzzySet(function=InvSigmoid_MF(c=42, a=0.4), 

term="negative") 

FS_5=FuzzySet(function=Sigmoid_MF(c=42, a=0.4), term="positive") 

MF_delta_d = LinguisticVariable([FS_4,FS_5], concept="delta_d", 

universe_of_discourse=[21,63]) 

FS.add_linguistic_variable("delta_d", MF_delta_d) 

#the fuzzy sets for the input variable alpha 

FS_6=FuzzySet(function=InvSigmoid_MF(c=90, a=0.1), 

term="below90") 

FS_7=FuzzySet(function=Sigmoid_MF(c=90, a=0.1), term="above90") 

MF_alpha = LinguisticVariable([FS_6,FS_7], concept="alpha", 

universe_of_discourse=[0,360]) 

FS.add_linguistic_variable("alpha", MF_alpha) 

#the fuzzy sets for the input variable beta 

FS_8=FuzzySet(function=InvSigmoid_MF(c=90, a=0.1), 

term="below90") 

FS_9=FuzzySet(function=Sigmoid_MF(c=90, a=0.1), term="above90") 

MF_beta = LinguisticVariable([FS_8,FS_9], concept="beta", 

universe_of_discourse=[0,360]) 

FS.add_linguistic_variable("beta", MF_beta) 

#the fuzzy sets for the input variable HI 

FS_10=FuzzySet(function=InvSigmoid_MF(c=180, a=0.1), 

term="small") 

FS_11=FuzzySet(function=Sigmoid_MF(c=180, a=0.1), term="large") 

MF_HI = LinguisticVariable([FS_10,FS_11], concept="HI", 

universe_of_discourse=[0,360]) 

FS.add_linguistic_variable("HI", MF_HI) 

#the fuzzy sets for the input variable HDOP 

FS_12=FuzzySet(function=InvSigmoid_MF(c=2.5, a=0.4), 

term="bad") 

FS_13=FuzzySet(function=Sigmoid_MF(c=2.5, a=0.4), term="good") 

MF_HDOP = LinguisticVariable([FS_12,FS_13], concept="HDOP", 

universe_of_discourse=[0,5]) 

FS.add_linguistic_variable("HDOP", MF_HDOP) 

# Plot all linguistic variables 

FS.plot_variable('speed') 

FS.plot_variable('delta_d') 

FS.plot_variable('alpha') 

FS.plot_variable('beta') 

FS.plot_variable('HI') 

FS.plot_variable('HDOP') 

from pyfume import * 

# Set the path to the data and choose the number of clusters 

(automatically two if not chosen) 

path='./fis2_data.csv' 

# Generate the Takagi-Sugeno FIS 

FIS = pyFUME(datapath=path) 

# Extract the model from the FIS object 

model2=FIS.get_model() 

# Perform inference and print predicted value 

print(model2.Sugeno_inference(['L2'])) 

 
FIS-3 

from simpful import * 
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FS=FuzzySystem() 

#fuzzy rules 

#the fuzzy rules 

RULE1='IF (speed IS high) AND (bearing IS small) THEN (L3 IS 

average)' 

RULE2='IF (speed IS high) AND (bearing IS large) THEN (L3 IS low)' 

RULE3='IF (HDOP IS good) AND (distance IS short) THEN (L3 IS 

average)' 

RULE4='IF (HDOP IS good) AND (distance IS long) THEN (L3 IS 

average)' 

RULE5='IF (bearing IS small) AND (distance IS short) THEN (L3 is 

high)' 

RULE6='IF (bearing IS large) AND (distance IS long) THEN (L3 IS 

low)' 

RULE7='IF (connectivity IS low) THEN (L3 IS low)' 

RULE8='IF (connectivity IS high) THEN (L3 IS high)' 

FS.add_rules([RULE1,RULE2,RULE3,RULE4,RULE5,RULE6,RULE

7,RULE8]) 

#output values 

FS.set_crisp_output_value('low',10) 

FS.set_crisp_output_value('average',50) 

FS.set_crisp_output_value('high',100) 

#fuzzy sets for each input variable 

#the fuzzy sets for the input variable speed 

FS_1=FuzzySet(function=InvSigmoid_MF(c=74, a=0.1), term="low") 

FS_2=FuzzySet(function=Sigmoid_MF(c=74, a=0.1), term="high") 

FS_3=FuzzySet(function=Sigmoid_MF(c=74, a=0.1), term="zero") 

MF_speed = LinguisticVariable([FS_1,FS_2,FS_3], concept="speed", 

universe_of_discourse=[0,149]) 

FS.add_linguistic_variable("speed", MF_speed) 

#the fuzzy sets for the input variable bearing 

FS_4=FuzzySet(function=InvSigmoid_MF(c=180, a=0.4), 

term="small") 

FS_5=FuzzySet(function=Sigmoid_MF(c=180, a=0.4), term="large") 

MF_bearing = LinguisticVariable([FS_4,FS_5], concept="bearing", 

universe_of_discourse=[0,360]) 

FS.add_linguistic_variable("bearing", MF_bearing) 

#the fuzzy sets for the input variable distance 

FS_6=FuzzySet(function=InvSigmoid_MF(c=0.141563, 

a=0.000000256), term="short") 

FS_7=FuzzySet(function=Sigmoid_MF(c=0.141563, a=0.000000256), 

term="long") 

MF_distance = LinguisticVariable([FS_6,FS_7], concept="distance", 

universe_of_discourse=[0,0.283126]) 

FS.add_linguistic_variable("distance", MF_distance) 

#the fuzzy sets for the input variable HDOP 

FS_8=FuzzySet(function=InvSigmoid_MF(c=2.5, a=0.4), term="bad") 

FS_9=FuzzySet(function=Sigmoid_MF(c=2.5, a=0.4), term="good") 

MF_HDOP = LinguisticVariable([FS_8,FS_9], concept="HDOP", 

universe_of_discourse=[0,5]) 

FS.add_linguistic_variable("HDOP", MF_HDOP) 

#the fuzzy sets for the input variable connectivity 

FS_10=FuzzySet(function=InvSigmoid_MF(c=1 

,a=0), term="low") 

FS_11=FuzzySet(function=Sigmoid_MF(c=1,a=0), term="high") 

MF_connectivity = LinguisticVariable([FS_10,FS_11], concept="the 

connectivity with the previous link", universe_of_discourse=[0,1]) 

FS.add_linguistic_variable("connectivity", MF_connectivity) 

# Plot linguistic variables 

FS.plot_variable('speed') 

FS.plot_variable('bearing') 

FS.plot_variable('HDOP') 

FS.plot_variable('distance') 

FS.plot_variable('connectivity') 

from pyfume import * 

# Set the path to the data and choose the number of clusters 

(automatically two if not chosen) 

path='./fis3_data.csv' 

# Generate the Takagi-Sugeno FIS 

FIS = pyFUME(datapath=path) 

# Extract the model from the FIS object 

model3=FIS.get_model() 

# Perform inference and print predicted value 

print(model3.Sugeno_inference(['L3'])) 
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Robust Adaptive Fuzzy Backstepping Control for 2-DOF Laboratory 
Helicopter System with Improved Tracking Performance 

 
 

B. Ladjal1, F. Berrabah2, S. Zeghlache3, A. Djerioui1, A. Kessal4, M. Defdaf2, M. F. Benkhoris5 
 
 
Abstract – In this paper, a Robust Adaptive Fuzzy Backstepping Control (RAFBC) is applied to 
electromechanical system which called Twin Rotor Multi Input Multi Output System (TRMS) in 
order to follow the desired trajectory. This strategy yields robustness to various kinds of 
uncertainties and guaranteed stability of the closed-loop control system. The adaptive laws have 
been used in order to ameliorate the robustness against uncertainties, wind effects and external 
disturbances. The stability of system in the closed-loop has been demonstrated using Lyapunov 
method. In the control design, type 2 fuzzy logic systems are used to approximate the unknown 
functions. Hybrid adaptive robust tracking control schemes that are based upon a combination of 
bounds of type 2 fuzzy approximation parameters and the backstepping design are developed such 
that all the states and signals are bounded and the proposed approach alleviate the online 
computation burden and improves the robustness to dynamic uncertainties and external 
disturbances. In addition, the coupling effects between the horizontal and vertical subsystems of 
TRMS are considered as uncertainties. Thus, precise trajectory tracking is maintained under 
various operational conditions with the presence of various types of uncertainties. Unlike other 
controllers, the proposed control algorithm can estimate model uncertainties online and improve 
the robustness of the system. Experimental tests were carried out and the results demonstrate that 
the proposed algorithm performs well in tracking and under model uncertainties. Copyright © 
2023 Praise Worthy Prize S.r.l. - All rights reserved. 
 
Keywords: TRMS, Robust Control, Adaptive Control, Fuzzy, Backstepping, Uncertainties, Wind 

Effects 
 

 

Nomenclature 
a1 Fixed constant for M1 
a2 Fixed constant1 for M1 
b1 Fixed constant for M2 
b2 Fixed constant2 for M2 
B1 Friction momentum 
B1 Friction momentum 
eih Horizontal tracking error 
eiv Vertical tracking error 
I1 Inertia of motor1 
I2 Inertia of motor2 
Kc Reaction momentum gain 
Kgy Gyroscopic momentum 
Kgx Gyroscopic momentum 
K11 Gain motor1 
K22 Gain motor2 
M1 Nonlinearity caused by rotor 
MFg Gravity momentum 
T11 Denominator motor1 
T10 Numerator motor1 
T20 Denominator motor1 
T22 Numerator motor2 
T0 Reaction momentum 
Tp Reaction momentum 
wih Horizontal wind effect 

wiv Vertical wind effect 
x State vector 
ih Horizontal virtual control signal 
iv Vertical virtual control signal 
ih, iv Lyapunov parameters 
Θ(X) Vector of fuzzy basis functions 

I. Introduction 
Recent developments of a large range of rotary-wing 

aerial vehicles and their vertical take-off and landing 
capability have stimulated many innovative applications.  

Drones need a powerful control device to control 
position and location, as they are exposed to uncertain 
disturbances such as wind gales. Laboratory platforms 
are used to simulate complex drone trial and test new 
control strategies [1]. The Twin Rotor System (TRMS) is 
a Multi-Input and Multi-Output laboratory workbench 
(MIMO) whose dynamics are similar to the dynamics of 
the helicopter. TRMS is often used as a standard for the 
development of drone flight controllers. The TRMS 
consists of two custom rotors and two mortars of 
different sizes at the end of the package. These rotors are 
powered by separate permanent magnet DC motors. The 
package on a fixed vertical column is supported by a 
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B. Ladjal et al. 

Copyright © 2023 Praise Worthy Prize S.r.l. - All rights reserved  International Review of Automatic Control, Vol. 16, N. 2 

77 

hinge so that it has two separate degrees of freedom (yaw 
and pitch). Stack angle positions (yaw and pitch angles) 
can vary by changing the speed of rotors, i.e. 
aerodynamic thrust forces caused by rotor feathers. The 
angles of deviation and pervasiveness are measured with 
the help of increased encoders embedded in the axis. The 
TRMS system has an interface with a computer, and the 
controllers can be implemented in MATLAB/Simulink.  

The inputs and outputs of rotors are strongly crossed. 
In addition, a flat flexible cable provides power for both 
engines, applies non-linear torque to the system and acts 
as an angle drop up stabilizer. Some TRMS cases are not 
directly measured and the system output is differently flat 
[2]. The aim of this paper is to modeling the dynamics of 
the multi-power field strongly paired in TRMS and 
design a powerful nonlinear controller for the system. 

The dynamics of rotary-wing flying machines are 
particularly difficult to understand, the aerodynamic 
effects are numerous and the cross coupling between 
vertical and horizontal flight is complex, as well as being 
nonlinear in nature, and also force-coupled dynamics 
appear due to many unstable turbulence variables [3]. For 
the purpose of research on control strategies, 
Mechatronics engineers are interested in the development 
of nonlinear control laws for flying objects. Indeed, the 
nonlinear behavior of these devices such as the 
helicopter, implies the need to have the most reliable and 
robust flight controllers possible. In the literature, a 
variety of model-based control methods have been 
suggested for TRMS. Examples are fuzzy sliding 
controller [4], four PID controllers with gains set by a 
real value genetic algorithm [5], the predictive output 
feedback model controller with Unscented Kalman Filter 
(UKF) for the status estimation, the anticipation of active 
rejection of disturbances with input formatting, cascade 
control, control in sliding mode based on the disturbance 
observer in sliding mode, dual-border conditional 
integration with traditional backstepping controller [6], 
adaptive second-order SMC, and a radial-based neural 
network based on a SMC global fast dynamic terminal 
[7]. Several other controllers have been developed for 
other applications. In [8], the integral backstepping 
controller and the SMC were combined to make the 
controller robust to parameter uncertainties and reject 
paired and unpaired disturbances. A sliding recoil control 
scheme based on a non-linear disturbance observer was 
proposed in [9] for the knee exoskeleton. In [8], the 
backstepping controller was combined with the feedback 
linearization technique and higher order sliding modes. A 
robust backstepping controller with Type 2 adaptive 
fuzzy logic at interval was proposed in [10]. 

In this work, the presented study is in the framework 
of the nonlinear control called Robust Adaptive Fuzzy- 
Backstepping Control (RAFBC), based on the theory of 
fuzzy logic. In our case, these control strategies are 
applied experimentally on the TRMS model, which is a 
prototype of a helicopter characterized by its nature of 
non-linearity, multi-variable, strongly coupled and under 
actuated [2]. TRMS like other nonlinear systems presents 

a difficulty in obtaining an efficient controller and the 
problematic of following a desired trajectory. Recently, a 
lot of research on TRMS has been recorded in order to 
develop a robust controller, some of them in the context 
of the practical results discussing and comparing them to 
our work will be cited; for example: in [11], a Fuzzy 
Logic control technique used to control the TRMS, this 
technique has been widely used for nonlinear systems 
when the mathematical model is unknown and the 
available inference rules are provided by human experts. 
Fuzzy logic was mixed with other control methods in 
order to execute good tracking of the TRMS trajectory; 
for example, the author of [12] has developed a Neuro-
Fuzzy method to transact with coupling problems, 
unfortunately, the methodology for determining fuzzy 
parameters (type of membership functions and number of 
bases) was absent and the results obtained were only 
simulated. The author in [13] used the combination of 
Fuzzy Logic with the Sliding Mode Control to control 
TRMS. In [14], [15], the SMC method was also used 
alone, is robust with regard to uncertainties and external 
disturbances, unfortunately, the problem of chattering is 
available which causes a high frequency in the input 
control voltage. The work mentioned in [16], [17] has 
proposed solutions to reduce the effects of chattering but 
the author have not developed any practical 
implementation. The author in [15] used method based 
on the linearization of non-linear model of TRMS, this 
approach is generally applied for systems which do not 
present any uncertainty in their dynamics, unfortunately, 
the disadvantage of this control is the sensitivity to 
external disturbances; the author here did not take into 
account the suitability of practical experimentation with 
the approved control method [18], [19]. Motivated by the 
previous problems and for the purpose of presenting the 
contributions of this paper, our controller has been 
validated in practical testbench to compensate for the 
effects of uncertainties, external disturbances and the 
effects of coupling between two subsystems of TRMS.  

The control method is based on the theory of Fuzzy 
Logic, it is responsible for anticipating and compensating 
for interactions between control signals through internal 
states which are considered to be measurable 
disturbances influencing the dynamics and desired 
behavior of each sub-system [20]. An adaptation 
algorithm to correct the problem of the influence of the 
variation of the parameters on the desired behavior is 
considered, then to introduce the theory of Backstepping 
with uncertainty in the control loop where the stability of 
the system in the closed loop can be ensured by the 
Lyapunov method. The control approach adopted makes 
it possible to avoid modeling problems, to extend better 
robustness and to obtain a desired trajectory following 
with better precision in the presence of the wind effects 
frequency. 

The rest of the paper is organized as follows; in 
Section II, a description of Twin Rotor Multi Input Multi 
Output system (TRMS) is detailed. The dynamic 
modeling is adopted in Section III. In Section IV, the 
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design of the Robust Adaptive Fuzzy Backstepping 
Control (RAFBC) is presented, the results of the 
experiment are provided in Section V. Finally, 
conclusion is given in Section VI. 

II. Description of Twin Rotor Multi Input 
Multi Output System (TRMS) 

The model studied on behalf of the TRMS, referring 
to Twin Rotor Mimo System in Fig. 1(a). It is a two-
input, non-linear system that represents a helicopter. The 
concept is provided by the Feedback Company 
specializing in the design of engineering equipment.  

Originally, the model is controlled by software 
running on Matlab. The acquisition of signals and the 
sending of commands are done by using an acquisition 
card of the company Advantech (PCI 1711). At each end 
of a rod pivoting relative to the base are two propellers 
driven by two DC motors. The tail propeller provides 
horizontal displacement while the main propeller 
provides vertical displacement. A counterweight makes it 
possible to adjust a desired position of balance. Two 
optical encoders (HEDS-95440) mounted at the swivel 
indicate the horizontal and vertical positions of the rod.  

Two tachometers installed on the motors (one on each 
motor) indicate the angular speed of the motors. The 
system is controlled by the voltage control of the two 
motors [17]. 

 

 
(a) 

 

 
(b) 

 
Figs. 1. TRMS’s: (a) Configuration 

and (b) Simplified descriptive diagram 

III. The Twin Rotor Multi Input Multi 
Output System Model 

First, consider the rod rotation in the vertical plane 
Fig. 1(b), that is, around the horizontal axis. The 
following momentum equations can be derived for 
vertical motion [21], [22]: 

 
퐼 휓̈ = 푀 −푀 −푀 −푀  (1)

 
M1 is the nonlinearity caused by the rotor and can be 

estimated as a second order polynomial: 
 

푀 = 푎 휏 + 푏 휏  (2)
 
The weight of the helicopter provides a gravitational 

moment around the pivot point, which is described by: 
 

푀 = 푀 sin휓 (3)
 
The friction moment can be estimated by: 
 

푀 = 퐵 휓̇ − 퐾 sin(2휓)휑̇  (4)
 
The gyroscopic moment is caused by the Coriolis 

force; this moment is the result of a change in the 
displacement position of the main rotor in the azimuth 
direction, it is described as follows: 

 
푀 = 퐾 푀 휑̇ cos휓 (5)

 
The motor M1 and the electric control circuit are 

modeled by a transfer function of the first order: 
 

휏 (푆) =
퐾

푇 푆 + 푇 푢 (푠) (6)

 
Likewise, horizontal movement is described by: 
 

퐼 휑̈ = 푀 −푀 −푀  (7)
 
M2 is the nonlinearity caused by the rotor and can be 

estimated as a second order polynomial: 
 

푀 = 푎 휏 + 푏 휏  (8)
 
The friction moment can be estimated by: 
 

푀 = 퐵 휑̇ (9)
 
MR is the coupling dynamics, written by the first order 

transfer function: 
 

푀 (푆) =
퐾 (푇 푆 + 1)
푇 푆 + 1 푀  (10)

 
In time domain, it can be written as: 
 

푀 = 0.375퐾 푒 . 푀  (11)
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The motor M2 and the electric control circuit are 
modeled by a transfer function of the first order: 

 
휏 (푆) =

퐾
푇 푆 + 푇 푢 (푠) (12)

 
The dynamic model of the TRMS Fig. 2 is given in by 

using Newton-Euler method [17] expressed as: 
 

⎩
⎪⎪
⎪
⎨

⎪⎪
⎪
⎧휓̈ =

1
퐼 −(1 +퐾 휑̇ cos휓)(푎 휏 + 푏 휏 ) +

−푀 sin휓 −퐵 휓̇ + 퐾 sin(2휓)휑̇

휑̈ =
1
퐼 −퐵 휑̇ + 푎 휏 + 푏 휏 +

−
퐾 (푇 푆 + 1)
푇 푆 + 1 × (푎 휏 + 푏 휏 )

     

 (13)

IV. Robust Adaptive Fuzzy Backstepping 
Control Design 

The dynamic model in (13) can be rewritten in the 
state-space form, where the state vector is chosen as: 

 
푥 = [푥 ,푥 ,푥 ,푥 ,푥 ,푥 ] = [휓, 휓̇,휑, 휑̇, 휏 , 휏 ]  

 

⎩
⎪
⎪
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎪
⎪
⎧

푥̇   =   푥 + 푤

푥̇ = −
푀
퐼  sin (푥 )−

퐵
퐼  푥 +

+
퐾
퐼  푥  sin (2  푥 ) +

+
푎 
퐼  푥 +

푏 
퐼 푥 −

푏 
퐼 퐾  푥  cos(푥 ) + 푤

푥̇   =   푥 +푤

푥̇   = −
퐵
퐼  푥  −

푀
퐼 +

푎 
퐼  푥 +

푏 
퐼 푥 +푤

푥̇ = −
푇
푇 푥 +

푘
푇 푢 + 푤

푥̇ = −
푇
푇 푥 +

푘
푇 푢 +푤

 (14)

 
where {w1v, w2v,w3v, w1h,w2h,w3h} are the wind effects. 

 

 
 

Fig. 2. Mathematical model of TRMS 

The state space model (14) can be rearranged as:  
 

푥̇  =   푥  +푤

푥̇ =  
푏 
퐼 푥 + 푓 + 푤

푥̇   =    푥 + 푤

; 

⎩
⎪⎪
⎨

⎪⎪
⎧푥̇   =

푏 
퐼 푥 + 푓 + 푤

푥̇ = 푓 +
푘
푇 푢 + 푤

푥̇ = 푓 +
푘
푇 푢 + 푤

 

(15)

 
where: 
 

푓 = −
푀
퐼  sin (푥 )−

퐵
퐼  푥 +

퐾
퐼  푥  sin (2  푥 ) + 

+
푎
퐼  푥 −

푏
퐼 퐾  푥  cos (푥 );푓 = −

푇
푇 푥  

푓 = −
퐵
퐼  푥 −

푀
퐼 +

푎 
퐼  푥 ; 푓 = −

푇
푇 푥  

 
For subsystem 1, the tracking error is defined as: 
 

푒 = 푥 − 푥
푒 = 푥 − 푥  (16)

 
Virtual control signals 1v and 1h are introduced: 

 
푒̇ = 푥̇ − 푥̇ = 푥 + 훼 − 훼 + 푤 − 푥̇ = 

= 푒 + 훼 +푤 − 푥̇  
 
where: 
 

푒  = 푥  − 훼  
푒̇ = 푥̇ − 푥̇ = 푥  + 훼 − 훼 + 푤 − 푥̇ = 

= 푒 + 훼 + 푤 − 푥̇  
 

where 푒 = 푥 − 훼 . For subsystem 2, a virtual control 
signal 2v is introduced: 
 

푒̇  = 푥̇  − 훼̇  

푒̇ =
푏 
퐼 푥 +

푏 
퐼 훼 −

푏 
퐼 훼 + 푓 + 푤 − 훼̇  

푒̇ =
푏 
퐼 푒 +

푏 
퐼 훼 + 푓 + 푤 − 훼̇  

 
where 푒  = 푥  − 훼 . 
 

푒̇  = 푥̇  − 훼̇  

푒̇  =
푏 
퐼 푥 +

푏 
퐼 훼 −

푏 
퐼 훼 + 푓 + 푤  − 훼̇  

푒̇   =
푏 
퐼 푒 +

푏 
퐼 훼 + 푓 + 푤 − 훼̇  

 
where 푒 = 푥 − 훼 . For subsystem 3, a control law 
signals u1 and u2 are extracted: 
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푒̇  = 푥̇  − 훼̇ = 푓 +
푘
푇 푢 − 훼̇ + 푤  

푒̇  = 푥̇  − 훼̇ = 푓 +
푘
푇 푢 − 훼̇ +푤  

 
The physical parameters of the TRMS are shown in 

Table I. 

IV.1. Robust Adaptive Fuzzy Backstepping 
Control Using Lyapunov 

Step 1, the Lyapunov function is redesigned as 
follows: 

 

푉 =
1

2훽 푒 +
1

2훽 푒  (17)

 
with (1v, 1h)1. The derivative of Equation (17) is 
given by the following expression: 
 

푉̇ =
1
훽 푒   푒  + 훼 + 푓̂ +

1
훽 푒  푤 +

+
1
훽 푒   푒  + 훼 + 푓̂ +

1
훽 푒  푤   

 (18)

 
where 푓̂ = −푥̇   and  푓̂ = −푥̇  define: 
 

훼 = −휆    훽  푒 − 휑 ,  휆    > 0
훼 = −휆     훽  푒 − 휑 ,  휆    > 0 (19)

 
where 1v and 1h are a fuzzy-system for approximating 
nonlinear functions푓̂  and 푓̂  ,then: 
 

푉̇ = −휆   푒 +
1
훽 푒  푒 +

1
훽 푒 푓̂ − 휑 + 

+
1
훽 푒  푤 − 휆   푒 +

1
훽 푒  푒 + 

+
1
훽 푒  푤 + +

1
훽 푒 푓̂ − 휑  

(20)

 
TABLE I 

PHYSICAL PARAMETERS OF TRMS [17] 
Definition Value 

I1 Inertia of motor1 6.8×10-2 kg m2 

I2 Inertia of motor2 2×10-2 kg m2 
a1 Fixed constant for M1 0.0135 
b1 Fixed constant for M2 0.0924 
a2 Fixed constant1 for M1 0.02 
b2 Fixed constant2 for M2 0.09 

MFg Gravity momentum 0.32 
B1ψ Friction momentum 6×10-3 N m s/rad 
B1φ Friction momentum 1×10-1 N m s/rad 
Kgy Gyroscopic momentum 0.05 s/rad 
Kgx Gyroscopic momentum 0.0163 s/rad 
K11 Gain motor1 1.1 
K22 Gain motor2 0.8 
T11 Denominator motor1 1.2 
T10 Numerator motor1 1 
T20 Denominator motor1 1 
T22 Numerator motor2 1 
T0 Reaction momentum 3.5 
Tp Reaction momentum 2 
Kc Reaction momentum gain -0.2 

Step 2, the Lyapunov function is redesigned as: 
 

푉 = 푉 +
퐼

2푏  훽 푒 +
퐼

2푏  훽 푒  (21)
 

with (2v, 2h)1. The derivative of Equation (21) is 
given by the following expression: 
 

푉̇ = 푉̇ +
퐼

푏  훽 푒  푒̇ +
퐼

푏  훽 푒  푒̇  

푉̇ = 푉̇ +
1
 훽 푒   푒 + 훼 + 푓̂ +

+
퐼

푏  훽 푒 푤 +
1
 훽 푒   푒 + 훼 + 푓̂ +

  +
퐼

푏  훽 푒 푤

 
(22)

 
where: 

푓̂ =
퐼
푏

(푓 − 훼̇ ), 푓̂ =
퐼
푏

(푓 − 훼̇ ) 
 
Define: 
 

⎩
⎨

⎧훼 = −휆    훽  푒 −
훽
훽 푒 − 휑 ,   휆   > 0

훼 = −휆    훽  푒 −
훽
훽 푒 − 휑 ,   휆   > 0

 (23)

 
where 2v and 2h are a fuzzy system for approximating 
nonlinear functions푓̂  and 푓̂  ,then: 

 

푉̇ = −휆   푒 − 휆   푒 +
1
 훽 푒 푒 + 

+
1
훽 푒  푤 +

퐼
푏  훽 푒  푤 +

1
훽 푒  푤 + 

+
퐼

푏  훽 푒  푤 − 휆   푒 − 휆   푒 + 

+
1
 훽 푒 푒 +

1
훽 푒 푓̂ − 휑 + 

+
1
훽 푒 푓̂ − 휑 +

1
훽 푒 푓̂ − 휑 + 

+ 
1
훽 푒 푓̂ − 휑  

(24)

 
Step 3, the Lyapunov function is redesigned as: 
 

푉 = 푉 +
푇

2  푘  훽 푒 +
푇

2  푘  훽 푒  (25)
 

with (3v, 3h)1. The derivative of Equation (25) is 
given by the following expression: 
 

푉̇ = 푉̇ +
푇

푘  훽 푒 푒̇ +
푇

푘  훽 푒 푒̇  

= 푉̇ +
1
훽 푒 푢 + 푓̂ +

푇
훽  푘 푒 푤  

+
1
훽 푒 푢 + 푓̂ +

푇
훽  푘 푒 푤  

(26)
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where: 

푓̂ =
푇
푘

(푓 − 훼̇ ); 푓̂ =
푇
푘

(푓 − 훼̇ ) 

 

푉̇ = −휆   푒 − 휆   푒 +
1
훽 푒 푓̂ − 휑  

+
1
훽 푒 푓̂ − 휑  

+
1
훽 푒 푢 + 푓̂ +

훽
훽 푒 +

1
훽 푒  푤  

+
퐼

 푏 훽 푒 푤 +
푇

푘  훽 푒  푤 − 휆   푒  

−휆   푒 +
1
훽 푒 푓̂ − 휑  

+
1
훽 푒 푓̂ − 휑  

+
1
훽 푒 푢 + 푓̂ +

훽
훽 푒 +

1
훽 푒  푤  

+
퐼

푏  훽 푒  푤 +
푇

푘  훽 푒  푤  

(27)

 
The control law is redesigned as follows: 

 
with, 3v0: 

푢 = −휆    훽  푒 −
훽
훽 푒 − 휑  

with, 3h0: 

푢 = −휆    훽  푒 −
훽
훽 푒 − 휑  

Then (27) can be rewritten as: 
 

푉̇ = −휆   푒 − 휆   푒 − 휆   푒  

+
1
훽 푒 푓̂ − 휑 +  

1
훽 푒 푓̂ − 휑  

+
1
훽 푒 푓̂ − 휑 +

1
훽 푒  푤  

+ 
퐼

푏  훽 푒  푤 +
푇

훽  푘 푒 푤 − 휆   푒  

− 휆   푒 − 휆   푒 +
1
훽 푒 푓̂ − 휑  

+
1
훽 푒 푓̂ − 휑 +

1
훽 푒 푓̂ − 휑  

+
1
훽 푒  푤 +

퐼
푏  훽 푒  푤 +

푇
훽  푘 푒 푤  

(28)

IV.2. Fuzzy Logic System 

In this paper, the fuzzy logic with product inference, 
singleton fuzzifier and center average defuzzifier is used 
according to “IF-THEN theory”, is written in the 
following from [16]: 

 
푅 : IF푥  is 퐹 and ….. 푥  is, THEN 푦  is 퐺 , k=1,2,….N 

 
where the input vector is X=[푥 ,…..,푥 ]ϵRn and the output 
vector is 푌ϵ Rn. 

TABLE II 
FUZZY SETS AND DEFINITIONS 

Fuzzy sets 
NB NS ZE PS PB 

negative big negative small zero environ positive small positive big 
 
The fuzzy membership functions 휇 (푥 ) and 휇 (푌) 

are associated with 퐹 (푙 = 1, … . . ,푛) and 퐺  
respectively. To determine the output of the fuzzy logic 
system, the relation is followed as:  

 

푌
푋
푊 =  

∑ 푦 ∏ 휇 (푥 )

∑ ∏ 휇 (푥 )
 (29)

 
where:  

푦 = max    휇 (푦), 휇 (푥 ) 
 
and, 퐺  denote Gaussian membership functions with 
respect to fuzzy Sets  퐹  and 퐺  let: 
 

 훩 (푋) =  
∏ 휇 (푥 )

∑ ∏ 휇 (푥 )
 (30)

 
Denoting, the vector of fuzzy basis functions is: 
 

훩(푋) = [훩 (푋),훩 (푋), … … ,훩 (푋)]  
 
and the vector of consequent parameters is: 
 

[푊 = [ 푦 ,푦 , … … ,푦 ] = [푊 ,푊 , … … ,푊 ] 
 

Then, the fuzzy logic system can be rewritten as: 
 

푌
푋
푊 = 푊 훩(푋) (31)

 
In our work, five fuzzy sets are defined for each 

variable (푒  ,푒 ), are presented in Table II. 

IV.3. Stability, Adaptive Law Design 

Now, consider the following Lyapunov candidate 
function: 

 

푉 = 푉 +
1

2  푟  훽 휃̃ 휃̃ +
1

2   푟  훽 휃̃ 휃̃  

+
1

2  푟  훽 휃̃ 휃̃ +
1

2  푟  훽 휃̃ 휃̃  

+
1

2  푟  훽 휃̃ 휃̃ +
1

2  푟  훽 휃̃ 휃̃  

(32)

 
where (r1,r2,r3)0 
 

휃̃ = 휃̃∗ − 휃̃
휃̃ = 휃̃∗ − 휃̃
휃̃ = 휃̃∗ − 휃̃

 and 
휃̃ = 휃̃∗ − 휃̃
휃̃ = 휃̃∗ − 휃̃
휃̃ = 휃̃∗ − 휃̃
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The time derivative of Equation (32) is given by the 
following expression: 

 

푉̇ = 푉̇ +
1

푟  훽 휃̃ 휃̇̃ +
1

푟  훽 휃̃ 휃̇̃  

+
1

푟  훽 휃̃ 휃̇̃ +
1

푟  훽 휃̃ 휃̇̃ +
1

푟  훽 휃̃ 휃̇̃  

+
1

푟  훽 휃̃ 휃̇̃ = −휆   푒 − 휆   푒 − 휆   푒  

+
1
훽 푒 푓̂ − 휃̃∗ 휉 +

1
훽 푒 푓̂ − 휃̃∗ 휉  

+
1
훽 푒 푓̂ − 휃̃∗ 휉 +

1
훽 푒  휃̃ 휉  

+
1
훽 푒  휃̃ 휉 +

1
훽 푒  휃̃ 휉 −

1
푟  훽 휃̃ 휃̇  

−
1

푟  훽 휃̃ 휃̇ −   
1

푟  훽 휃̃ 휃̇ +
1
훽 푒  푤  

+
퐼

푏  훽 푒  푤 +
푇

훽  푘 푒 푤 − 휆   푒  

−휆   푒 − 휆   푒 +
1
훽 푒 푓̂ − 휃̃∗ 휉  

+
1
훽 푒 푓̂ − 휃̃∗ 휉  

+
1
훽 푒 푓̂ − 휃̃∗ 휉 +

1
훽 푒  휃̃ 휉  

+
1
훽 푒  휃̃ 휉 +

1
훽 푒  휃̃ 휉  

−
1

푟  훽 휃̃ 휃̇ −
1

푟  훽 휃̃ 휃̇ −
1

푟  훽 휃̃ 휃̇  

+
1
훽 푒  푤 +

퐼
푏  훽 푒  푤 +

푇
훽  푘 푒 푤  

≤ −휆   푒 − 휆   푒 − 휆   푒 +
1
훽

|푒 휀 | 

+
1
훽

|푒 휀 | +
1
훽

|푒 휀 | 

+휃̃
1
훽 푒  휉 −

1
푟 휃̇ +

퐼
푏  훽 푒  푤  

+휃̃
1
훽 푒  휉 −

1
푟 휃̇ +

1
훽 푒  푤  

+휃̃
1
훽 푒  휉 −

1
푟 휃̇ +

푇
훽  푘 푒 푤   

−휆   푒 − 휆   푒 − 휆   푒 +
1
훽

|푒 휀 | 

+
1
훽

|푒 휀 | +
1
훽

|푒 휀 | 

+휃̃
1
훽 푒  휉 −

1
푟 휃̇ +

1
훽 푒  푤  

+휃̃
1
훽 푒  휉 −

1
푟 휃̇ + 

퐼
푏  훽 푒  푤  

+휃̃
1
훽 푒  휉 −

1
푟 휃̇ +

푇
훽  푘 푒 푤    

(33)

 
Equation (33) shows that for the same control 

parameters 1v, 2v, 3v, 1h, 2h and 3h, as long as: the 
designed parameters: (1v, 2v, 3v 1h 2h and 3h)>1, the 
influence of fuzzy approximation error and external 

disturbance on system stability can be reduced. For 
convenience, symbol (훤) is introduced, where: 

 

훤 = −휆   푒 − 휆   푒 − 휆   푒 +
1
훽

|푒 휀 | 

+
1
훽

|푒 휀 | +
1
훽

|푒 휀 | 

+휃̃
1
훽 푒  휉 −

1
푟 휃̇ − 휆   푒 − 휆   푒  

−휆   푒 +
1
훽

|푒 휀 | +
1
훽

|푒 휀 | 

+
1
훽

|푒 휀 | + 휃̃
1
훽 푒  휉 −

1
푟 휃̇  

+
1
훽 푒  푤 + 휃̃

1
훽 푒  휉 −

1
푟 휃̇  

+ 
퐼

푏  훽 푒  푤 + 휃̃
1
훽 푒  휉 −

1
푟 휃̇  

+
푇

훽  푘 푒 푤  

(34)

 
Select the positive coefficients 휆  , 휆  , 휆  ,  

휆  , 휆 and 휆   as: 
 

⎩
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎧ 휆  = 휂 +

1
2 +

1
2휌 훽

휆  = 휂 +
1
2 +

1

2휌 푏
퐼 훽

휆   = 휂 +
1
2 +

1

2휌 푘
푇 훽

 

⎩
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎧ 휆  = 휂 +

1
2 +

1
2휌 훽

휆  = 휂 +
1
2 +

1

2휌 푏
퐼 훽

휆   = 휂 +
1
2 +

1

2휌 푘
푇 훽

 

(35)

 
where: 휂  ,휂  ,휂  ,휂   ,휂 ,휂 ,휌   and 휌  are 
constants, so (휆   ,휆   ,휆   ,휆  ,휆   and 휆  )>0.5. 

 

 
 

Fig. 3. Proposed Adaptive Fuzzy Backstepping Control strategy 
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Substituting (35) into (34) results in: 
 

훤 = −휂   푒 − 휂   푒 − 휂   푒 −
1
2 푒 −

1
2 푒 −

1
2 푒 −

1
2휌 훽

푒 −
1

2휌 푏
퐼 훽

푒

−
1

2휌 푘
푇 훽

푒 + 휃̃
1
훽 푒  휉 −

1
푟 휃̇ +

1
훽

|푒 휀 |

+ 휃̃
1
훽 푒  휉 −

1
푟 휃̇ + 휃̃

1
훽 푒  휉 −

1
푟 휃̇ +

1
훽

|푒 휀 | +
1
훽

|푒 휀 |

+
1
훽 푒  푤 +

퐼
푏  훽 푒  푤 +

푇
훽  푘 푒 푤 − 휂   푒 − 휂   푒 − 휂   푒 −

1
2 푒 −

1
2 푒

−
1
2 푒 −

1
2휌 훽

푒 −
1

2휌 푏
퐼 훽

푒 −
1
훽

|푒 휀 | +
1

2휌 푘
푇 훽

푒

+ 휃̃
1
훽 푒  휉 −

1
푟 휃̇ + 휃̃

1
훽 푒  휉 −

1
푟 휃̇ +

1
훽

|푒 휀 |

+ 휃̃
1
훽 푒  휉 −

1
푟 휃̇ +

1
훽

|푒 휀 | +
1
훽 푒  푤 +

퐼
푏  훽 푒  푤 +

푇
훽  푘 푒 푤  

(36)

 
Because (훽   ,훽   and  훽   )≥ 1: 
 

−
1
2 푒 −

1
2 푒 −

1
2 푒 +

1
훽

|푒 휀 | +
1
훽

|푒 휀 | +
1
훽

|푒 휀 |

≤
1
2 휀 +

1
2 휀 +

1
2 휀 −

1
2 푒 −

1
2 푒 −

1
2 푒 +

1
훽

|푒 휀 | +
1
훽

|푒 휀 | +
1
훽

|푒 휀 |   

≤    
1
2 휀 +

1
2 휀 +

1
2 휀 −

1
2휌 훽

푒 −
1

2휌 푏
퐼 훽

푒 −
1

2휌 푘
푇 훽

푒

+  
1
훽 푒  푤 +

퐼
푏  훽 푒  푤 +

푇
훽  푘 푒 푤

≤
1
2휌 푤 +

1
2휌 푤 +

1
2휌 푤 −

1
2휌 훽

푒 −
1

2휌 푏
퐼 훽

푒 −
1

2휌 푘
푇 훽

푒

+
1
훽 푒  푤 +

퐼
푏  훽 푒  푤 +

푇
훽  푘 푒 푤 ≤

1
2휌 푤 +

1
2휌 푤 +

1
2휌 푤  

(37)

 
Then, the inequality can be obtained as follows: 

 

훤 ≤ −휂   푒 − 휂   푒 − 휂   푒 + 휃̃
1
훽 푒  휉 −

1
푟 휃̇ +

1
2 휀 +

1
2휌 푤 + 휃̃

1
훽 푒  휉 −

1
푟 휃̇

+
1
2 휀 +

1
2휌 푤 + 휃̃

1
훽 푒  휉 −

1
푟 휃̇ +

1
2 휀 +

1
2휌 푤

+ 휃̃
1
훽 푒  휉 −

1
푟 휃̇ − 휂   푒 +

1
2 휀 + 휃̃

1
훽 푒  휉 −

1
푟 휃̇ − 휂   푒

+
1
2 휀 + 휃̃

1
훽 푒  휉 −

1
푟 휃̇ − 휂   푒 +

1
2 휀 +

1
2휌 푤 +

1
2휌 푤 +

1
2휌 푤  

(38)

 
Define the adaptative updating law as: 
 

휃̇ = 푟  푒 휉 − 2  푘  휃
휃̇ = 푟  푒 휉 − 2  푘  휃
휃̇ = 푟  푒 휉 − 2  푘  휃

 (39a)

 
 
 

휃̇ = 푟  푒 휉 − 2  푘  휃
휃̇ = 푟  푒 휉 − 2  푘  휃
휃̇ = 푟  푒 휉 − 2  푘  휃

 (39b)

 
where: (푘  ,푘  ,푘  ,푘  ,푘   and 푘   )>   0. 

Substituting (39a), (39b) into (38) results in:  
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훤 ≤ −휂   푒 − 휂   푒 − 휂   푒 +
2푘
훽  푟

(휃∗ − 휃 ) 휃 +
2푘
훽  푟

(휃∗ − 휃 ) 휃

+
2푘
훽  푟

(휃∗ − 휃 ) 휃 +
1
2 휀 +

1
2 휀 +

1
2 휀 +

1
2휌 푤 +

1
2휌 푤 +

1
2휌 푤

−  휂   푒 − 휂   푒 − 휂   푒 +
2푘
훽  푟

(휃∗ − 휃 ) 휃 +
2푘
훽  푟

(휃∗ − 휃 ) 휃

+
2푘
훽  푟

(휃∗ − 휃 ) 휃 +
1
2 휀 +

1
2 휀  +

1
2 휀 +

1
2휌 푤 +

1
2휌 푤 +

1
2휌 푤

+
푘

훽  푟
(2휃∗ 휃 − 2휃 휃 ) +

1
2 휀 +

1
2휌 푤

≤ −휂   푒 − 휂   푒 − 휂   푒 +
푘
훽  푟

(휃∗ 휃∗ − 휃 휃 ) +
1
2 휀 +

1
2휌 푤

+
푘
훽  푟

(휃∗ 휃∗ − 휃 휃 ) +
1
2 휀 +

1
2휌 푤

+
푘
훽  푟

(휃∗ 휃∗ − 휃 휃 ) +
1
2 휀 +

1
2휌 푤 +

푘
훽  푟

(휃∗ 휃∗ − 휃 휃 ) +
1
2 휀

+
1
2휌 푤 +

푘
훽  푟

(휃∗ 휃∗ − 휃 휃 ) +
1
2 휀 +

1
2휌 푤 +

푘
훽  푟

(휃∗ 휃∗ − 휃 휃 )

+
1
2 휀 +

1
2휌 푤 − 휂   푒 − 휂   푒 − 휂   푒

≤ −휂   푒 − 휂   푒 −  휂   푒 +
푘
훽  푟

(휃∗ 휃∗ − 휃 휃 ) +  
푘
훽  푟

(휃∗ 휃∗ − 휃 휃 )

+
푘
훽  푟

(휃∗ 휃∗ − 휃 휃 ) + 
1
2 휀 +

2푘
훽  푟 휃∗ 휃∗ +

2푘
훽  푟 휃∗ 휃∗ +

2푘
훽  푟 휃∗ 휃∗

+
1
2 휀 +

1
2 휀 +

1
2휌 푤 +

1
2휌 푤 +

1
2휌 푤 − 휂   푒 − 휂   푒

+
푘

훽  푟
(휃∗ 휃∗ − 휃 휃 ) +

1
2휌 푤 +

푘
훽  푟

(휃∗ 휃∗ − 휃 휃 ) +
1
2 휀 − 휂   푒

+
1
2휌 푤 +

푘
훽  푟

(휃∗ 휃∗ − 휃 휃 ) +
1
2 휀 +  

2푘
훽  푟 휃∗ 휃∗ +

2푘
훽  푟 휃∗ 휃∗

+
1
2휌 푤 +

2푘
훽  푟 휃∗ 휃∗ +

1
2 휀  

(40)

 
since: 
 

⎩
⎪⎪
⎨

⎪⎪
⎧휃̃ 휃̃ = (휃∗ − 휃 ) (휃∗ − 휃 ) = 휃∗ 휃∗ −

          2휃∗ 휃 + 휃 휃 ≤     2휃∗ 휃∗ + 2  휃 휃
휃̃ 휃̃ = (휃∗ − 휃 ) (휃∗ − 휃 ) = 휃∗ 휃∗ −
        2휃∗ 휃 + 휃 휃 ≤     2휃∗ 휃∗ + 2  휃 휃
휃̃ 휃̃ = (휃∗ − 휃 ) (휃∗ − 휃 ) = 휃∗ 휃∗ −
      2휃∗ 휃 + 휃 휃  ≤     2휃∗ 휃∗ + 2  휃 휃

 

 

⎩
⎪⎪
⎨

⎪⎪
⎧휃̃ 휃̃ = (휃∗ − 휃 ) (휃∗ − 휃 ) = 휃∗ 휃∗ −

          2휃∗ 휃 + 휃 휃 ≤     2휃∗ 휃∗ + 2  휃 휃
휃̃ 휃̃ = (휃∗ − 휃 ) (휃∗ − 휃 ) = 휃∗ 휃∗ −
        2휃∗ 휃 + 휃 휃  ≤     2휃∗ 휃∗ + 2  휃 휃
휃̃ 휃̃ = (휃∗ − 휃 ) (휃∗ − 휃 ) = 휃∗ 휃∗ −
      2휃∗ 휃 + 휃 휃  ≤     2휃∗ 휃∗ + 2  휃 휃

     

(41)

 
and: 
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⎩
⎪
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎪
⎧−

1
2 휃̃ 휃̃ ≥      −휃∗ 휃∗ −  휃 휃  

−
1
2 휃̃ 휃̃ ≥      −휃∗ 휃∗ −  휃 휃

−
1
2 휃̃ 휃̃ ≥      −휃∗ 휃∗ −  휃 휃

−
1
2 휃̃ 휃̃ ≥     −휃∗ 휃∗ −  휃 휃  

−
1
2 휃̃ 휃̃ ≥     −휃∗ 휃∗ −  휃 휃

−
1
2 휃̃ 휃̃ ≥     −휃∗ 휃∗ −  휃 휃

 (42)

 
Substituting (42) into (40) results in: 
 

푉̇ ≤ −휂   
2훽
2훽 푒 − 휂 

2 푏
퐼 훽

2 푏
퐼 훽

 푒 − 휂   
2 푘
푇 훽

2 푘
푇 훽

푒 −
푘

2훽  푟 휃̃ 휃̃ −
푘

2훽  푟 휃̃ 휃̃

−
푘

2훽  푟 휃̃ 휃̃ +
2푘
훽  푟 휃∗ 휃∗ +

2푘
훽  푟 휃∗ 휃∗ +

2푘
훽  푟 휃∗ 휃∗

+ 1
2 휀 +  

1
2 휀 +

1
2 휀 +  

1
2휌 푤 +

1
2휌 푤 +

2푘
훽  푟 휃∗ 휃∗ +

2푘
훽  푟 휃∗ 휃∗ +

1
2 휀

+
1
2 휀 +

1
2 휀 +  

1
2휌 푤 +

1
2휌 푤 +

1
2휌 푤  

(43)

 
{(푤 ,푤 ,푤 ,푤 ,푤 ,푤 )} (disturbances), so: 
 

푤 ≤     푐
푤 ≤     푐
푤 ≤     푐

                   and               
푤 ≤     푐
푤 ≤     푐
푤 ≤     푐

 

 
Define: 
 

푐 =
1
2휌 푐 +

1
2휌 푐 +

1
2휌 푐 +

1
2휌 푐 +

1
2휌 푐 +

1
2휌 푐  (44)

 

푉̇ ≤  −퐴
1

2훽 푒 +
퐼

2푏 훽  푒 −  
푇

2푘 훽 푒 +
1

2훽  푟 휃̃ 휃̃ +
1

2훽  푟 휃̃ 휃̃ +
1

2훽  푟 휃̃ 휃̃
1

2훽 푒

+
퐼

2푏 훽  푒 −  
푇

2푘 훽 푒 +
1

2훽  푟 휃̃ 휃̃ +
1

2훽  푟 휃̃ 휃̃ +
1

2훽  푟 휃̃ 휃̃ + 퐵 + 퐶 
(45)

 
푉̇ ≤ −퐴푉 + 퐵 + 퐶   (46)

 
where: A, B, C are positive constants: 
 

푉(푡) ≤ 푉(0) +
퐵 + 퐶
퐴 ,   ∀푡 ≥ 0 (47)

 
From (47), it’s proved that all the signals of the 

designed control system are semi-globally uniformly 
ultimately bounded. 

V. Experimental Results 
The experimental part is illustrated in Fig. 8 and Fig. 

9, the developed control strategy has proven to be 
effective for many desirable signals that include various 
operating areas. The tracking responses are presented in 

Figs. 4 to Figs. 7 and Figs. 10 to Figs. 12. 

V.1. Experience 1: Sine Wave Tracking 

Figs. 4 and Figs. 5, present the experimental results 
illustrate the tracking responses of the TRMS, using a 
sinusoidal input signal for the subsystems where the 
horizontal is presented by the angle (ϕ) and the vertical is 
presented by the angle (ψ). 

The results of horizontal and vertical system are 
demonstrated in Figs. 4(a) and (b), prove the robustness 
of the control strategists used in our work whose 
trajectory following problem has been solved. The 
control input voltages for the horizontal and vertical DC 
motors shown in Figs. 4(c) and (d), show their limits 
within the allowable range. 
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(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

 
Figs. 4. Results for sine wave tracking 

V.2. Experience 2: Triangle Wave Tracking 

Figs. 6 and Figs. 7 show the feasibility and efficiency 
of experimentally proposed control with desired 
triangular trajectories. The performance of the TRMS 
controlled in trajectory tracking is confirmed in these 
figures. It is seen that the monitoring effectiveness is 
proven in the practical implementation, as shown in Figs. 
6(a) and (b). The control input voltages for the horizontal 
and vertical DC motors shown in Figs. 6(c) and (d), are 
limited in the permit interval. 

V.3. Experience 4: Sine and Triangular Wave 
Tracking with Different Frequencies 

Moreover, to what was previously explained, to 
determine the effectiveness of the proposed control 
method to address and reduce the cross effects between 
the two subsystems, Figs. 5(a) and (b) and Figs. 7(a) and 

(b) respectively shows the path performed by TRMS 
with respect to the sinusoidal and triangular reference 
path respectively with different experimental frequencies.  

Small overshoots may be observed in the experimental 
curves at horizontal and vertical angles as shown in Figs. 
7(a) and (b), due to the discontinuous nature of triangular 
signal. 

V.4. Experience 5: Robustness Test 

In order to demonstrate the ability of the proposed 
control method and observe the effect and effectiveness, 
TRMS was attacked experimentally during operation by 
external turbulence represented by the wind in the first 
experiment Fig. 8, and by giving few vibrations in the 
second experiment, during the horizontal movement and 
vertical. 

 

 
(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

 
Figs. 5. Results for sine wave tracking with different frequencies 
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(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

 
Figs. 6. Results for triangle wave tracking 

V.5. Wind Effects Test 

By using two different inputs signals, the results of 
this experiment are shown in Figs. 10 and Figs. 11. With 
great accuracy, the absolute position of TRMS in the 
horizontal and vertical plane in the presence of gusts of 
wind at 3.8 m/s is proved.  

It means that the proposed control method makes it 
possible to obtain good resistance to external 
disturbances, which indicates good toughness, as shown 
in Figs. 10(a) and (b) and Figs. 11(a) and (b).  

The control input signals are limited within the 
allowed range, as shown in the Figs. 10(c) and (d) and 
Figs. 11(c) and (d). 

 

 
(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

 
Figs. 7. Results for triangle wave tracking  

with different frequencies 
 

 
 

Fig. 8. Workbench (Presence of wind effects) 
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Fig. 9. MATLAB/Simulink block (Wind disturbance rejection) 
 

 
(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

 
Figs. 10. Sine wave tracking results (wind effects) 

 

 
(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

 
Figs. 11. Triangle wave tracking results (wind effects) 
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(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

 
Figs. 12. Results for Step responses of the TRMS (External 

disturbance) 

V.5.1.    External Disturbance Test 

Another method was conducted experimentally with 
the aim of testing the effectiveness of our proposed 
control strategy, by a simple push of the hand on the 
TRMS during its movement. The TRMS trying to the 
resist and maintain his instantaneous position, with a 
rapid reaction. The experimental results are shown in 
Figs. 12(a) and (b), it’s noted that TRMS with the 
proposed controller is robust in presence of external 
disturbances. 

VI. Conclusion 
In this paper, an adaptive fuzzy robust control 

approach based on backstepping design is proposed for 
Twin Rotor Multi Input Multi Output system. The type 2 
fuzzy systems are used to approximate unknown 
nonlinear functions (interconnections between the 
chaotic subsystems and derivative of the virtual control).  

The Lyapunov method was used to demonstrate the 
stability of the system in a closed loop, with 
reinforcement of adaptive laws in order to increase 
durability in the presence of gusts of wind, external 
disturbances and uncertainties. The performance of the 
proposed control was experimented with using different 
desired signals, and it was found that the TRMS system 
can track the reference paths with good performance. The 
proposed scheme can guarantee that all the close loop 
signals are bounded and that the outputs of the system 
converge to a small neighborhood of the desired 
trajectory. Simulations results show that the proposed 
method is very effective and robust against system 
uncertainty. The obtained experimental results 
demonstrated the good tracking performance of the 
proposed control strategy despite the external influences.  

Finally, this study can be extended for future work if 
other control schemes are included. One may use the 
following modern control methodologies for this purpose 
such as active disturbance control, super-twisting sliding 
mode control, projection adaptive sliding mode control, 
etc. 
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Processor in the Loop Experimentation of an Integral Backstepping 
Control Strategy Based Torque Observer for Induction Motor Drive 
 
 

Mohammed El Haissouf, Mustapha El Haroussi, Abdellfattah Ba-Razzouk 
 
 

Abstract – This paper proposes the design and the implementation, using Processor In the Loop 
“PIL” approach, of a Backstepping control strategy for induction motor “IM”. The proposed 
control strategy is based on a state-space model of IM in the rotor flux reference frame and uses 
an integrator to enhance the accuracy of the controlled system. This work also presents the design 
of a load torque observer using Luenberger method. The load torque estimation is indeed required 
for accurate determination of the control law. Code generation and validation of the proposed 
control algorithm use Matlab/Simulink R2017b and Code Composer Studio CCSv7 software 
platform. In addition, LAUNCHXL-F28069M development board based on TMS320F28069 DSP 
from Texas instruments is used as target for implementation. It should be noted that, in this work, 
parameters of controller and observer are calculated according to the desired performances. 
Obtained results prove that these requirements are met. Copyright © 2023 Praise Worthy Prize 
S.r.l. - All rights reserved. 

 
Keywords: Integral Backstepping Control, Induction Motor, Processor in the Loop, Space Vector 

Modulation, Load Torque Luenberger Observer 
 

 

Nomenclature 
Ω, Ω Rotor speed and estimated rotor speed 

[rad/s] 
p Pole pairs 
푇 ,푇 ,푇  Electromagnetic torque, load torques, and 

estimated load torque [N m] 
푣 ,푣  Direct and quadrature components of 

stator voltage [V] 
푖 ,  푖  Direct and quadrature components of 

stator current [A] 
휑 ,휑  Direct and quadrature components of 

rotor flux [Wb] 
푖 , 푖  Direct and quadrature components of 

rotor flux reduced in current form [A] 
휌푠,휔푠 Frame angle and speed relative to the 

stator [rad] and [rad/s] 
휌푟,휔푟 Frame angle and speed relative to the 

rotor [rad] and [rad/s] 
푥 ,푥 ,푥 ,푥  New notation for state space variables of 

induction motor oriented model 
푋 ,푋  Vector variables 
푋 ,푋  Vector references 
퐸 ,퐸  Vector errors 
푈 Vector input 
푅푠,푅푟 Stator and rotor resistances [Ω] 
퐿푠, 퐿푟,푀푠푟 Stator, rotor and mutual inductances [H] 
퐽,푓 Inertia and friction coefficient [kg m2] 

and [Nm/rad s-1] 
푇푠,푇푟 Stator and rotor time-constants [s] 
푇푐 Current time-constant [s] 
휎 Dispersion coefficient of induction motor 

푓 ,푓  Modulation and sampling frequency 
PIL Processor In the Loop 
CCS Code Composer Studio 
PWM Pulse Width Modulation 
SVM Space Vector Modulation 
SPWM Sinusoidal Pulse Width Modulation 
DTC Direct Torque Control 
MIMO Multi-Inputs Multi-Outputs 
s Laplace variable 
ℒ Laplace transform 
IDE Integrated Development Environment  
DSP Digital Signal Processor 

I. Introduction 
Induction motor is a nonlinear system, so the classical 

control strategies cannot be used directly [1], [2], 
because they require special operations such as 
linearization, decoupling, commutation table, etc… [3], 
[4]. As a result, traditional control strategies have 
complex algorithms and do not give always a good 
results over a wide operating range [5], [6]. On one hand, 
scalar control of induction motor is a simple strategy but 
it cannot give good dynamic performances since it is 
based on steady-state model. From this point of view, 
vector controls of induction motor such as Field Oriented 
Control ensure better performances but need 
linearization-decoupling algorithm as well as PI 
controllers. On the other hand, Direct Torque Control 
gives good dynamic performances but induces high 
torque and rotor flux ripples and high total harmonic 

https://doi.org/10.15866/ireaco.v16i2.23063


 
M. El Haissouf, M. El Haroussi, A. Ba-Razzouk 

Copyright © 2023 Praise Worthy Prize S.r.l. - All rights reserved  International Review of Automatic Control, Vol. 16, N. 2 

93 

distortion of stator currents except for SVM based DTC, 
which needs complex design and approximations. In 
addition, DTC in general needs an additional controller 
for rotor speed. Backstepping is an advanced control 
strategy for dynamic systems, based on Lyapunov 
stability theory [7]-[9]. It is designed in several steps, 
depending on the order of the system, starting from 
controlled variable to control variable. This concept is 
easily adapted to the nonlinear systems in strict feedback 
form, but also to other forms of nonlinear systems by 
applying appropriate variable changes. For each step, an 
elementary control law is expressed and then the main 
control law is the association of all these elementary 
controls.  

Figure 1 illustrates the principle the Backstepping 
control strategy where each control step generates the 
reference to the next step. In fact, Backstepping control 
strategy has several advantages: it can be applied easily 
to nonlinear MIMO systems with no need for other 
mathematic operations and it can include observed 
disturbances and integrators in the control law in order to 
enhance control performances. In addition, Backstepping 
is a simplified control strategy since it is designed by 
steps of first order elementary systems with possibility of 
separating their dynamics.  

This technique reduces control law complexity. 
Several researches have been interested in the 
Backstepping control of induction motors and different 
solutions have been proposed such as sensorless 
Backstepping control [10], PI based control [11], using 
fuzzy logic [12], variable gain Backstepping [13], 
combination with other control strategies such as sliding 
modes approach [14], [15], on-line identification motor 
parameters such as time constants [16]; as well as other 
techniques. In general, published studies on 
Backstepping control strategies for induction motor have 
weaknesses sometimes in term of controller and observer 
parameters calculation taking into account system 
behaviour and requirements, or in term of sampling 
frequency effect on ripples and distortion. In addition, 
the load torque effect is neglected in many researches 
especially when integrators are introduced.  

This paper proposes a simple state-space vector model 
of the induction motor expressed in the rotor flux 
reference frame, which is suitable for a direct and easy 
use of the Backstepping control strategy. Then the 
control law is determined and integrators added to 
Backstepping control scheme for more accuracy and 
robustness against parameters variations [9]. Two 
integrators are added for each step of the controller 
design, so four integrators are needed for induction motor 
controller. 

 

 
 

Fig. 1. Backstepping control principle 

Since the studied control law requires the knowledge 
of rotor flux and load torque, this work proposes the 
design of a flux estimator and a load torque observer 
according to Luenberger method [17]. For rotor flux 
determination, a simple estimator based on motor 
equations is used. This solution needs only stator currents 
unlike rotor flux observer, which requires stator voltage 
measurement under a different sampling frequency. In 
fact, a very higher frequency is needed. The controller 
design proposed in this work is based on a cascaded 
approach with dynamic separation. Hence, first step 
dynamic is sufficiently slower than the second step 
dynamic and so on. The last step dynamic is the fastest 
one. This approach allows simplifying the control law 
expression relative to each step, which is not affected by 
the previous step control law. Proposed control strategy, 
by combining Backstepping with integrators and torque 
observer for induction motor control, is validated first on 
Matlab/Simulink, and then by Processor In the Loop 
technique [3]. PIL validation platform is based on 
Matlab/Simulink R2017b combined with Texas 
Instruments IDE: Code Composer Studio CCSv7 and the 
development board LAUNCHXL-F28069M using the 
DSP TMS320F28069.  

This work is organized as follows. Section II presents 
the induction motor state-space representation in rotor 
flux reference frame and gives a vector strict feedback 
form of the induction motor state-space equation. The 
obtained compact model expressed in this particular 
reference frame is very important to perform a consistent 
controller design and clearly express control law. Section 
III explains the theoretical principle of a new 
Backstepping controller design based on the induction 
motor vector representation and integrating integrators 
for more robustness. In this section, dynamic separation 
is ensured by choosing distant response times and then 
controller parameters are calculated to guarantee the 
required response time for each step. Section IV presents 
the design of rotor flux estimator, load torque observer 
and the compensation filter. Rotor flux estimator is an 
important part of this design because rotor flux is the 
second variable that should be controlled. Load torque 
observer improves disturbance rejection when combined 
with integrators. Compensating filter suppresses speed 
overshoot. Section V discusses the results of PIL 
experimentation based on the DSP implementation and 
evaluates the performance of the proposed control 
strategy. In this section, the sampling and the carrier 
frequency effect on waveforms quality are also 
examined.  

PIL experimentation is performed under two sampling 
frequencies, i.e. 2 kHz and 10 kHz , in order to compare 
first, torque ripples, and secondly stator currents 
distortions for these frequencies. 

II. Induction Motor Modelling 
for Control Design 

In the two-phase reference frame, electromagnetic 
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state-space representation of induction motor contains 
four variables.  

For this study, the variables are the stator currents and 
two virtual currents replacing rotor flux components in 
reduced form [1]. Electromagnetic state-space equation is 
given by Equation (1) and completed by mechanical 
Equation (2): 
 

푑
푑푡
⎣
⎢
⎢
⎡
푖
푖
푖
푖 ⎦

⎥
⎥
⎤

= 

=

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡ −

1
푇푐

푑휌푠
푑푡

1− 휎
휎푇푟

1− 휎
휎 푝Ω

−
푑휌푠
푑푡 −

1
푇푐 −

1− 휎
휎 푝Ω

1− 휎
휎푇푟

1
푇푟 0 −

1
푇푟

푑휌푟
푑푡

0
1
푇푟 −

푑휌푟
푑푡 −

1
푇푟 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

⎣
⎢
⎢
⎡
푖
푖
푖
푖 ⎦

⎥
⎥
⎤

+ 

+
1
휎퐿푠

1 0
0 1
0 0
0 0

푣
푣  

(1)

 
푑훺
푑푡 = −

푓
퐽 훺 +

푇
퐽 −

푇
퐽  (2)

 
with: 
 

푇 =
3
2푝(1 − 휎)퐿푠 푖 푖 − 푖 푖  (3)

 
푖 =

휑
푀푠푟 ;    푖 =

휑
푀푠푟 (4)

 
1
푇푐 =

1
휎푇푠+

1 − 휎
휎푇푟 ;  휎 = 1−

푀푠푟
퐿푠퐿푟  (5)

 
The same frame is used for all the variables, so the 

relation between frame velocities and rotor velocity is 
given in (6): 

 
푑휌푠
푑푡 = 푝Ω +

푑휌푟
푑푡  (6)

II.1. Induction Motor Model in Rotor Flux Frame 

Backstepping strategy can be applied to induction 
motor in the static frame but the equations will be very 
complex in this case, as well as the resulting control law.  

This work proposes to apply Backstepping strategy in 
the rotor flux reference frame, so that rotor flux is 
defined by a single state variable instead of two [18]. In 
the new reference frame, electromagnetic state-space 
representation is given by Equation (7), completed by the 
mechanical Equation (8): 

 

푑
푑푡

푖
푖
푖

=

⎣
⎢
⎢
⎢
⎢
⎡ −

1
푇푐

푑휌푠
푑푡

1− 휎
휎푇푟

−
푑휌푠
푑푡 −

1
푇푐 −

1− 휎
휎 푝Ω

1
푇푟 0 −

1
푇푟 ⎦

⎥
⎥
⎥
⎥
⎤
푖
푖
푖

+ 

+
1
휎퐿푠

1 0
0 1
0 0

푣
푣  

(7)

 
which is a tri-dimensional equation: 

 
푑훺
푑푡 = −

푓
퐽 훺 +

푇
퐽 −

푇
퐽  (8)

 
with: 

 

푇 =
3
2푝(1− 휎)퐿푠푖 푖  (9)

 
Induction motor model becomes simpler with only 

four variables instead of five, and a shorter expression of 
the electromagnetic torque. 

II.2. Variables Definition 

Induction motor representation in rotor flux reference 
frame has four state-space variables. Motor speed and 
rotor flux are the main variables and stator currents are 
intermediate variables [18], [19]: 
 

푑
푑푡 훺 = −

푓
퐽 훺 −

푇
퐽 +

3푝
2퐽 (1 − 휎)퐿푠푖 푖  (10) 

 
푑
푑푡 푖 = −

1
푇푟 푖 +

1
푇푟 푖  (11) 

 
푑
푑푡 푖 = −

1
푇푐 푖 + 휔 푖 +

1− 휎
휎푇푟 푖 +

1
휎퐿푠 푣  (12) 

 
푑
푑푡 푖 = −

1
푇푐 푖 − 휔 푖 −

1− 휎
휎 푝Ω푖 +

1
휎퐿푠푣  (13) 

 
Rotor flux references frame velocity relative to the 

stator is not a separate variable, because it depends on the 
other variables. Therefore, there is no need to define a 
new variable or even express it by using the other 
variables: 

 

휔 = 푝Ω+
1
푇푟

푖
푖  (14) 

 
For simplicity, this paper proposes the following 

notation change for variables: 
 

푥
푥
푥
푥

=

⎣
⎢
⎢
⎡
훺
푖
푖
푖 ⎦

⎥
⎥
⎤
 (15) 
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The resulting state-space representation using this new 
notation is given by four equations (16), (17), (18) and 
(19): 

 

푥̇ = −
푓
퐽 푥 −

푇
퐽 +

3푝
2퐽 (1− 휎)퐿푠푥 푥  (16) 

 

푥̇ = −
1
푇푐 푥 + 휔 푥 +

1− 휎
휎푇푟 푥 +

1
휎퐿푠 푣  (17) 

 

푥̇ = −
1
푇푟 푥 +

1
푇푟 푥  (18) 

 

푥̇ = −
1
푇푐 푥 − 휔 푥 −

1− 휎
휎 푝푥 푥 +

1
휎퐿푠 푣  (19) 

II.3. Induction Motor Vector Model 

In order to simplify the design of  Backstepping 
control for induction motor, this work uses two-
dimensional vectors for inputs and state-space variables 
[20]. State-space model is given by the vector equations 
(20) and (21): 

 

푥̇
푥̇ = −

⎣
⎢
⎢
⎡
푓
퐽 푥 +

푇
퐽

1
푇푟 푥 ⎦

⎥
⎥
⎤

+

⎣
⎢
⎢
⎡ 0

3푝
2퐽 (1 − 휎)퐿푠푥

1
푇푟 0 ⎦

⎥
⎥
⎤ 푥
푥  (20) 

 

푥̇
푥̇ =

−
1
푇푐 푥 +휔푠푥 +

1− 휎
휎푇푟 푥

−휔푠푥 −
1
푇푐 푥 −

1 − 휎
휎 푝푥 푥

+ 

+
1
휎퐿푠

푣
푣  

(21) 

 
By considering vector representation, this is a strict 

feedback form system defined by only two equations and 
controller design can be performed in two steps. 

III. Backstepping Control Design 
of Induction Motor 

This work proposes a cascaded Backstepping control 
design that contains integrators and load torque observer, 
while rotor flux is obtained by an estimator from the 
stator currents. Figure 2 represents the control scheme 
containing mainly a first control block generating the 
reference signals related to the auxiliary variables, a 
second control block generating the signals related to the 
main Backstepping control law, a load torque observer, a 
flux estimator and the SVM modulator [21], [22]. Vector 
state-space representation of induction motor can be 
written compactly according to the Equations (22) and 
(23) where input and state-space variables are two-
dimensional vectors: 

 
푋̇ = 퐹 (푋 ) + 퐺 (푋 )푋  (22) 

푋̇ = 퐹 (푋 ,푋 ) + 퐺 푈 (23) 
 

with: 
 

푋 =
푥
푥  ;  푋 =

푥
푥  ;  푈 =

푣
푣  (24) 

 
and: 
 

퐹 (푋 ) =    −

⎣
⎢
⎢
⎡

1
푇푚푥 +

푇
퐽

1
푇푟 푥 ⎦

⎥
⎥
⎤
 (25) 

 

퐹 (푋 ,푋 ) =
−

1
푇푐 푥 +휔푠푥 +

1− 휎
휎푇푟 푥

−휔푠푥 −
1
푇푐 푥 −

1− 휎
휎 푝푥 푥

 (26) 

 

퐺 (푋 ) =

⎣
⎢
⎢
⎡ 0

3푝
2퐽 (1 − 휎)퐿푠푥

1
푇푟 0 ⎦

⎥
⎥
⎤
 ;  퐺 =

1
휎퐿푠 (27) 

 
Induction motor is a second-order vector system in 

strict feedback form which can be easily submitted to 
Backstepping control design and integral Backstepping 
control design. Only two steps are necessary to establish 
the control law [9], [17], [19]. This paper proposes to 
separate the design into a slow dynamic stage and a fast 
dynamic stage. This has the advantage of simplifying the 
control law and thus offering more robustness to the 
system. 

 

 
 

Fig. 2. Synoptic diagram of Backstepping control 
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III.1. First Step Control Design 

The objective of this step is to control the variable 푋 , 
which represents speed and rotor flux, by the 
intermediate variable 푋 . It is necessary to find the 
intermediate control law 푋  such as: 

 
푋 = 푋  (28) 

 
The first error (29) is given, and then a new variable 

based on this error and its integration (30) is defined 
[23]. Therefore, the stabilizing control term is introduced 
in the derivative of this new variable (32). 

 
퐸 = 푋 − 푋  (29) 

 

푍 = 퐸 +퐻 퐸 푑푡 (30) 

 
푍̇ = 퐸̇ +퐻 퐸 = 푋̇ − 푋̇  (31) 

 
푍̇ = 퐹 (푋 ) + 퐺 (푋 )푋 − 푋̇ +퐻 퐸 = 

= −퐾 푍  
(32) 

 
In fact, Lyapunov candidate function is positive and 

its derivative is negative when the coefficients of the 
diagonal matrix 퐾  are positive (33). This ensures 
stability in this step [24]: 

 

푉 =
1
2푍 푍 > 0 → 푉̇ = 푍 푍̇ = −푍 퐾 푍 < 0  (33) 

 
Thus, the provisional control law for this step is given 

in Equation (34): 
 

푋 = [퐺 (푋 )] × 
× −퐾 푍 −퐻 퐸 − 퐹 (푋 ) + 푋̇  (34) 

III.2. Second Step Control Design 

In this step, the error of the desired provisional control 
(35) is defined in order to calculate the main control law.  

A new variable is defined to introduce integrators 
(36): 

 
퐸 = 푋 − 푋  (35) 

 

푍 = 퐸 +퐻 퐸 푑푡 (36) 

 
푍̇ = 퐸̇ +퐻 퐸 = 푋̇ − 푋̇  (37) 

 
푍̇ = 퐹 (푋 ,푋 ) + 퐺 푈 − 푋̇ +퐻 퐸  

= −퐾 푍  
(38) 

 
Lyapunov candidate function is positive and its 

derivative is negative when the coefficients of the 
diagonal matrix 퐾  are positive (39). Therefore, stability 
is ensured: 

푉 =
1
2푍 푍 > 0 → 푉̇ = 푍 푍̇ = −푍 퐾 푍 < 0 (39) 

 
The main control law is given in Equation (40): 
 
푈 = 퐺 −퐾 푍 −퐻 퐸 − 퐹 (푋 ,푋 ) + 푋̇  (40) 
 
Finally, control algorithm is given by Equations (41)-

(46): 
 

퐸 = 푋 − 푋  (41) 
 

푍 = 퐸 +퐻 퐸 푑푡 (42) 

 
푋 = [퐺 (푋 )] −퐾 푍 − 퐻 퐸 − 퐹 (푋 )  (43) 
 

퐸 = 푋 − 푋  (44) 
 

푍 = 퐸 +퐻 퐸 푑푡 (45) 

 
푈 = 퐺 −퐾 푍 − 퐻 퐸 − 퐹 (푋 ,푋 )  (46) 

 
푋̇  is zero when the speed and the rotor flux set 

points are zero. On the other hand 푋̇  is neglected 
since the dynamics of the first step is taken very slow 
compared to the dynamics of the second step: 

III.3. Backstepping Controller Parameters Calculation 

According to Lyapunov method, the system is stable 
when the controller coefficients are positive. However, it 
is necessary to choose the values of these coefficients 
that guarantee the desired dynamic performances. On one 
hand, error vectors and their derivatives are given by the 
Equations (47) and (48): 

 
퐸̇ = −퐻 퐸 −퐾 푍 ;   푍̇ = −퐾 푍  (47) 

 
퐸̇ = −퐻 퐸 −퐾 푍 ;   푍̇ = −퐾 푍  (48) 

 
with: 

 
퐸 =

푒
푒 =

푥 − 푥
푥 − 푥  (49) 

 
퐸 =

푒
푒 =

푥 − 푥
푥 − 푥  (50) 

 

푍 =
푧
푧 =

푒
푒 +퐻

푒
푒 푑푡 (51) 

 

푍 =
푧
푧 =

푒
푒 +퐻

푒
푒 푑푡 (52) 

 
On the other hand, matrices of controller coefficients 

are given by Equations (53) and (54): 
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퐾 = 푘 0
0 푘 ;   퐻 = ℎ 0

0 ℎ  (53) 
 

퐾 = 푘 0
0 푘 ;   퐻 = ℎ 0

0 ℎ  (54) 
 
Thus, it is possible to write the separate error state-

space equations (55) and (56) from the vector error 
equations [8]. These are second order systems: 

 
푒̇
푧̇ = −ℎ −푘

0 −푘
푒
푧  

푒̇
푧̇ = −ℎ −푘

0 −푘
푒
푧  

(55) 

 
푒̇
푧̇ = −ℎ −푘

0 −푘
푒
푧  

푒̇
푧̇ = −ℎ −푘

0 −푘
푒
푧  

(56) 

 
From Hurwitz characteristic polynomial  푃(휆) of each 

system, the coefficients are calculated to ensure a unitary 
damping factor and a natural frequency relative to 
response time  푡푟푣 = 200 ms for velocity and rotor flux, 
as well as a response time 푡푟푐 = 20 ms for direct and 
quadratic components of stator current. This is the pole 
placement approach used to ensure the desired behaviour 
of the controlled system. In this paper, the damping 
factor is set to the value 푚 = 1 in order to avoid any 
overshoot especially for speed response while natural 
frequency 휔  is calculated from response time. In this 
case, the controlled system has two repeated real poles. 
 First step: 

 

푃(휆) = det 휆 + ℎ 푘
0 휆 + 푘 = 

= det 휆 + ℎ 푘
0 휆 + 푘 = (휆 + 휔 )  

(57) 

 

푚 = 1 → 휔 =
4.75
푡푟푣 =

4.75
0.2 = 23.75 (58) 

 
푘 = ℎ = 푘 = ℎ = 휔 = 23.75 (59) 

 
 Second step: 

 

푃(휆) = det 휆 + ℎ 푘
0 휆 + 푘 = 

= det 휆 + ℎ 푘
0 휆 + 푘 = (휆 + 휔 )  

(60) 

 

푚 = 1 → 휔 =
4.75
푡푟푐 =

4.75
0.02 = 237.5 (61) 

 
푘 = ℎ = 푘 = ℎ = 휔 = 237.5 (62) 

IV. Variables Estimation 
and Zero Compensation 

In this work, quantities that can be measured are 

voltages, currents, and speed. Rotor flux is not measured 
but they are required in the elaboration of control law 
since it is a controlled variable, so it should be estimated. 

Load torque also appears in control law, so it should 
be observed because its value is assumed to be unknown. 
In fact, adding integrator in speed loop is sufficient for 
constant disturbance rejection. However, introducing 
disturbance value in control law improves its rejection 
even when it is not a constant. Therefore, a load torque 
observer is proposed in this paper. For more 
enhancements, a compensating filter is proposed in order 
to delete speed overshoot. 

IV.1. Rotor Flux Estimator 

This paper proposes to estimate rotor flux magnitude 
in the rotor flux reference frame as well as the velocity 
and the position of this frame relative to the stator. Since 
this frame is aligned with the rotor flux, the quadrature 
component is zero and only the direct component has to 
be estimated [25], [3]. From the state-space 
representation of induction motor expressed in the 
rotating reference frame, Equation (63), which allows the 
rotor flux magnitude estimation, is extracted: 

 
푑
푑푡 푖 = −

1
푇푟 푖 +

1
푇푟 푖  (63) 

 

Then, this estimated rotor flux magnitude is used to 
estimate velocity of the frame, which is also the speed of 
the rotor flux vector: 

 
푑휌푠
푑푡 = 푝Ω +

1
푇푟

푖
푖  (64) 

 
Finally, the rotor flux frame reference position is 

obtained by integration of frame reference velocity: 
 

휌푠 = 푝Ω +
1
푇푟

푖
푖 푑푡 

IV.2. Load Torque Observer 

In general, the load torque is an unknown variable and 
independent of the system variables. In the proposed 
control Backstepping strategy, this torque should be 
observed and then used by the control algorithm. This 
work proposes a Luenberger observer in the rotor flux 
reference frame from the state-space Equation (65). In 
this equation, the load torque is assumed to be a constant 
or a slow variable so its derivative is zero or almost zero 
and control variable comes from flux estimator [17].  

Indeed, in many applications such as electric vehicles 
the load torque is a variable as slow as its derivative can 
be considered null. Otherwise load torque can be 
analysed and modelled by using stochastic methods if it 
does not depend on other variables [17], [26]: 

 

푑
푑푡

훺
푇 = −

푓
퐽 −

1
퐽

0 0

훺
푇 +

3푝
2퐽 (1 − 휎)퐿푠

0
푖 푖  (65) 
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Thus, the load torque observer's equation is given by 
(66) where 푘  and 푘  are the observer parameters: 

 
푑
푑푡

훺
푇 = −

푓
퐽 −

1
퐽

0 0

훺
푇 + 

+
3푝
2퐽

(1 − 휎)퐿푠

0
푖 푖 − 푘

푘 (훺 −훺) 

(66) 

 
This gives the state-space equation of observation 

error (67) that helps for parameters calculation: 
 

푑
푑푡

훺 − 훺
푇 − 푇 = −

푓
퐽 − 푘 −

1
퐽

−푘 0

훺 −훺
푇 − 푇  (67) 

 
The observer should have a very fast dynamics 

compared to that of the system respecting the sampling 
period which is also the step of the control algorithm 
푇 = 500 µs. Thus, response time chosen for the load 
torque observer is 푡푟표 = 5 ms. From characteristic 
polynomial of the error state-space matrix (67), observer 
parameters are determined by setting damping factor to 
푚 = 1: 

 

푃(휆) = 푑푒푡 휆 +
푓
퐽 + 푘

1
퐽

푘 휆
= 

= 휆 +
푓
퐽 + 푘 휆 −

푘
퐽 = 

= 휆 + 2푚휔 휆 +휔  

(68) 

 

푚 = 1 → 휔 =
4.75
푡푟표 =

4.75
0.005 = 950 (69) 

 
This yields: 
 

푘 = 2휔 −
푓
퐽 ≈ 1900 (70) 

 
푘 = −퐽휔 = −45125 (71) 

IV.3. Compensating Filter 

Equation (55) is obtained from Backstepping control 
law introduce two poles in the transfer function between 
the controlled variables and their references which has 
been calculated to satisfy requirements. However, a zero 
appears in this transfer function due to the integrators 
added in controller design. The transfer function zero 
causes an overshoot in the speed response of a step 
reference and needs to be compensated by inserting a 
low-pass filter.  

From the errors state-space representation of Equation 
(55) Laplace transform is applied: 

 
 

푠 ℰ (푠)
휁 (푠) − 푒 (0)

푧 (0) = − ℎ 푘
0 푘

ℰ (푠)
휁 (푠)  (72) 

 
Thus: 
 

Ӽ (푠)
휁 (푠) = 

= −(푠퐼 + 퐴)
푥 (0)
푥 (0) + Ӽ (푠)

0
 

(73) 

 
with: 

 
ℰ (푠)
휁 (푠) = ℒ

푒
푧 ;  

Ӽ (푠)
Ӽ (푠) = ℒ

푥
푥  (74) 

 

퐴 = ℎ 푘
0 푘  (75) 

 
For Heaviside step function: 
 

Ӽ (푠) =
푥 (0)

푠  (76) 

 
This yields: 
 
Ӽ (푠)
휁 (푠) = 1

0 −푠(푠퐼 + 퐴) 1
1 Ӽ (푠) (77) 

 
Therefore, speed transfer function is given by: 
 

Ӽ (푠)
Ӽ (푠) =

(ℎ + 푘 )푠 + ℎ 푘
(푠 + ℎ )(푠 + 푘 )  (78) 

 
Finally, the zero that appears in this transfer function 

is compensated by the following low-pass filter: 
 

퐹(푠) =
ℎ 푘

(ℎ + 푘 )푠 + ℎ 푘  (79) 

V. PIL Experimentation 
First, the whole control strategy proposed in this work 

is simulated on Simulink. Then the code related to this 
control algorithm is generated and transferred to the DSP 
that communicate with Simulink [27], [1], [7]. The 
experimental validation is performed using PIL 
(Processor In the Loop) technique. In fact, control 
algorithm runs on the DSP TMS320F28069M from 
Texas Instruments whereas the induction motor and the 
inverter are implemented on Simulink. Communication 
between DSP and PC is insured by serial link via an USB 
port.  

The proposed experimental platform is given in Figure 
3. It contains a personal computer integrating 
Matlab/Simulink R2017b with Code Composer Studio 
CCSv7, the development board LAUNCHXL-F28069M 
and a serial link using USB ports. 
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Fig. 3. Experimental platform 
 
For the first part of validation, modulation frequency 

of the inverter and the sampling frequency have the 
following value: 
 

푓 = 푓 = 2000 Hz → 푇 = 500 μs 
 

The second part of validation is performed under a 
greater value of this frequency: 

 
푓 = 푓 = 10000 Hz → 푇 = 100 μs 

 
Figures 4-7 represent the experimental results of the 

proposed integral Backstepping strategy combined with 
load torque observer for 푓 = 2000 Hz. Figures 8 and 
9 illustrate the experimental results of the 
electromagnetic torque and the stator currents for the 
second value of sampling frequency 푓 = 10 kHz, 
which is also the carrier value. At the starting time, the 
rated rotor flux 0.35 Wb and the speed value 100 rad/s 
are applied as the controlled variables references. At the 
time 푡 = 0.5 s, the rated load torque 20 Nm is introduced 
as a load torque disturbance. The SVM inverter can 
generate a fundamental voltage of RMS 220 V from a 
DC bus of 539 V instead of 622 V with SPWM 
technique. In addition, the amplitude of triangular carrier 
signal is set to 311, which is possible with a DSP, in 
order to have a unitary average model for the SVM 
inverter; so that, DC bus and carrier amplitude do not 
appear in controller design. Figure 4 represents rotor flux 
and motor speed responses, which are the controlled 
variables in this work. For both signals, the rotor flux and 
the speed references are reached with zero static error 
and no ripples. Moreover, the speed dynamic is in 
accordance with the requirements about the speed 
response time 푡푟푣 = 200 ms and the damping factor 
푚 = 1.  

The observed overshoot in rotor flux response is due 
to the zero of its state-space model, which is not 
compensated like that of the speed. The effect of 
introducing the estimated value of the load torque is clear 
in this figure because it limits the speed deviation caused 
by the load torque. 

 
 

Fig. 4. Rotor flux, torque and speed responses by PIL 
 
This figure gives also the electromagnetic torque 

response with a pic value limited at 푇 = 45 Nm, 
which is not excessive compared to the electromagnetic 
rated value 푇 = 20 Nm. Measured electromagnetic 
torque ripple cannot be neglected ∆푇 = 20 %. However 
its effect on the motor speed is low-pass filtered by the 
machine behaviour, so no need to decrease this ripple by 
increasing carrier frequency of the inverter in this 
context. Figure 5 gives the reference signals coming from 
the SVM block and intended to drive the voltage-source 
inverter that feeds the motor and a horizontal zoom of 
these signals. A typical SVM waveform is obtained 
during this experimentation and, in the middle of this 
figure, some distortion resulting from the load torque 
change can be seen. Of course, reference signals are 
distorted during the starting phase. 

 

 
 

Fig. 5. SVM reference signals for inverter by PIL 
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Fig. 6. Stator voltages using PIL technique 
 

Figure 6 shows the generated voltages from the SVM 
inverter supplying the induction motor and a time zoom 
of these signals. It is a balanced three-phase system but 
clearly highly distorted. Figure 7 shows transient and 
steady-state the stator currents response obtained from 
PIL technique then a time zoom of these waveforms. An 
increase of the currents at start-up is observed 퐼 =
42 A although it is acceptable for induction machine 
when compared to the  current rated value of the 
controlled motor in this paper 퐼 = 7 A. This pic is due 
to the choice of a speed response time close to the 
response time of a natural direct start. When the load 
torque is applied in the middle of the time axis, it can be 
clearly observed that stator currents increase. Measured 
current distortion in this experimentation 푇퐻퐷 = 5.65 % 
is not an excessive value but it can be reduced by 
increasing carrier frequency for more efficiency of the 
induction motor. 

 

 
 

Fig. 7. Stator currents using PIL technique 

Thus, in the continuation of this experimentation 
another test is proposed for a higher carrier frequency 
푓 = 10 kHz. Results for electromagnetic torque and 
stator current responses are given in Figures 8 and 9. 

Figure 8 represents the electromagnetic torque 
response when carrier and sampling frequency is set at 
10 kHz. When compared to the electromagnetic torque 
response at 2 kHz illustrated in Figure 4, similarity 
between waveforms is visually indisputable. However, 
electromagnetic ripple in the second test is clearly 
reduced by increasing carrier frequency. Measured 
electromagnetic torque ripple this time is ∆푇 = 5 % 
instead of electromagnetic torque ripple ∆푇 = 20 % 
measured when the carrier frequency was lower in the 
first test. Figure 9 shows stator currents response 
obtained from the second PIL test at the carrier frequency 
10 kHz with a zoom at 0.5 seconds. Visually, the quality 
of the currents waveforms is clearly enhanced in term of 
distortion. Measured total harmonic distortion during this 
test is 푇퐻퐷 = 1.16 % instead of the value 푇퐻퐷 =
5.65 % obtained in the previous test. 

 

 
 

Fig. 8. Electromagnetic torque by PIL for 10 kHz 
 

 
 

Fig. 9. Stator currents by PIL for 10 kHz 
 

TABLE I 
CODE EXECUTION PROFILING REPORT 

Section 
Maximum 

Execution Time 
in ns 

Average 
Execution 
Time in ns 

Calls 

BACKSTEPPING_initialize 6178 6178 1 
BACKSTEPPING_step 85133 84127 10001 

BACKSTEPPING_terminate 611 611 1 
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VI. Conclusion 
Backstepping is a nonlinear control strategy that can 

be easily adapted to the nonlinear SISO or MIMO 
systems such as the induction motor, which is the subject 
of this paper. Firstly, induction motor is modelled in the 
rotor flux reference frame in order to obtain simpler 
equations. Then this model is written in vector form 
because it allows controlling two variables at the same 
time, i.e. rotor flux and motor speed. Secondly, 
Backstepping control design is performed by adding 
integrators in order to enhance controller accuracy. This 
design has consisted in two steps because the induction 
motor model is fourth order with two variables to 
control. In order to minimize the effect of the load torque 
on motor speed, a load torque observer based on the 
Luenberger method is proposed in this paper. Rotor flux 
estimator is also required to develop this control strategy, 
since rotor flux is a controlled variable. In this work, a 
compensating filter is designed in order to compensate 
the zero dynamic appearing in the speed loop, so that 
speed overshot is suppressed. This work proposes 
especially a method for calculating the Backstepping 
controller parameters in order to satisfy precisely the 
dynamic-response requirements of the drive, namely 
response time and damping factor. After completing the 
controller design, a Simulink simulation is performed 
and the code related to the control algorithm is generated 
and validated on the Texas Instruments F28069M board 
using PIL technique.  

Thus, the code runs on DSP and communicates via a 
fast USB serial link with the model of the induction 
motor supplied by a SVM inverter running on Simulink. 
The obtained results show the good functioning of the 
controller based on Backstepping with integrators. The 
speed responds in the time foreseen and does not have 
any overshoot, just as specified. As for the flux, the 
precision is respected as well as the dynamics, although 
an overshoot appears because it is not compensated.  

Responses of the SVM reference signals, stator 
voltages, and currents are typical. In fact, two validation 
tests are performed using PIL technique for two values of 
the carrier frequency 2 kHz and then 10 kHz. A 
comparison of these tests results proves that for the 
second carrier frequency, electromagnetic torque ripples 
and stator currents distortion are optimized.  

Finally, code execution profiling report obtained after 
PIL test is given in Table I. In Table I, the most 
important value is the maximum execution time for one 
step of the control algorithm 푇 = 85133 ns which has 
to be lower than the smallest sampling period 푇 =
100 μs. In this work, this condition is guaranteed: 

 
푇 < 푇  

 
Therefore, the proposed control algorithm can be used 

to control an actual association inverter-motor. In 
conclusion, Backstepping strategy is easily adapted to 
nonlinear systems, in this case the induction motor. It 
gives good results especially when it is combined with 

integrators and disturbance observers, in this work, a 
limitation of load torque effect is observed. Compared to 
other works [26], this paper proposes a simple and robust 
controller design because it is based on a compact vector 
representation of the induction motor, the use of 
integrators and the separation of the dynamics in the 
Backstepping steps. In addition, this work proposes a PIL 
validation for two values of the carrier frequency and 
discusses its effect on waveforms ripple and distortion. 
Results show that for 10 kHz, waveforms quality are 
better. 

Backstepping controller design is simple since it is 
methodical: there are steps to follow. The 
implementation of the control algorithm is also simple 
thanks to the generation of code on Simulink. In future 
works, the aim is to realize a complete experimental 
platform. 

Appendix 1: Numerical Specifications 
of Induction Motor 

• Rated output power: 3 kW; 
• Rated load torque: 20 N m; 
• Rated speed: 1455 rpm; p=2; 
• Rated voltage and frequency: 220|380 V; 50 Hz; 
• Resistances: Rs=0.85 Ω; Rr= 0.16 Ω; 
• Cyclic inductances: Ls=0.16 H; Lr= 0.023 H; 
• Cyclic mutual Inductance: Msr=0.058 H 
• Moment of inertia: J=0.05 kg m2  
• Coefficient of friction: f=0.005 N m/rad s-1 
• Time constants: Ts=0.188 s; Tr= 0.144 s; 
• Current time constant: τ=7.36 ms; 
• Dispersion coefficient: σ=0.08587 
• DC bus voltage: E = 220√2√3 = 539 V 

Appendix 2: Specifications of Development 
Board LAUNCHXL-F28069M  

• CPU and Frequency: C28x, CLA;90 Mhz; 
• Memory: 100kB RAM, 256kB Flash; 
• Analog/Digital Converters ADC: Dual Sample & 

Hold, 16 Channels, 12 bits; 
• Pulse Width Modulation PWM: 12 Channels; 
• Quadrature Encoder Interfaces QEP: 2; 
• Digital I/O GPIO: 54; 
• Communication Bus: 2 SCI, 2 SPI, 1 I2C, 1USB; 
• Timers: 3 32-Bit CPU, 1 WD; 
• On-board emulator: XDS100v2. 

 

 
 

Fig. 1A. Development board 
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An Extended Kalman Filter-Based Simultaneous Localization 
and Mapping Algorithm for Omnidirectional Indoor Mobile Robot 

 
 

Wafa Batayneh1, Yusra Aburmaileh1, Ahmad Bataineh1, Ashfaq Khokhar2 
 
 
Abstract – Simultaneous Localization And Mapping (SLAM) is the ability of an autonomous robot 
to localize itself within the surroundings, while also constructing a map. It has several applications 
in a variety of industries, especially in indoor navigation, Autonomous driving, and robotics. This 
research uses an omnidirectional mobile robot to present the SLAM algorithm based on Extended 
Kalman Filter (EKF) in an indoor environment. Usually, SLAM combines data from odometry and 
other sensors, in order to overcome the accumulating error due to the wheel sliding that usually 
appears when using the odometry alone. Thus, in this study a Kinect sensor is used along with an 
odometer sensor in an unknown environment to reach a predefined point with a free collusion path 
using three main fuzzy controllers as part of its navigation system. The first fuzzy controller is 
responsible for the goal-seeking problem, where the robot moves towards the goal, the second and 
third controllers are responsible for static and dynamic obstacles avoidance. The robot changes its 
direction to avoid the static obstacles and its direction and speed to avoid the dynamic obstacles. An 
EV3 Lego robot is used to verify the effectiveness of the proposed study. Results shows the 
effectiveness of the used algorithm; the decentralized algorithm simplifies the control process, 
which decreases the error with the help of EKF. Copyright © 2023 Praise Worthy Prize S.r.l. - All 
rights reserved. 
 
Keywords: SLAM, EKF, Kinect, Fuzzy, Navigation, Omnidirectional Wheel, Obstacle Avoidance 
 

 

Nomenclature 
ω Angular velocities of the robot’s wheels 
qr Posture of the robot corresponding to the 

global frame 
rq  Velocity of the robot corresponding to the 

global frame 
m Velocity of the robot corresponding to the 

body frame 
ωc Rotational moving corresponding to the 

body frame 
H Horizontal moving corresponding to the 

body frame 
V Vertical moving corresponding to the 

body frame 
q Augmented state vector 
qi State vector of ith landmark 
R2 Rotation matrix 
ˆ +q  Mean of the posterior position 

+P  Covariance matrix of the posterior 
distribution 

rr
P  Covariance of robot pose estimate 

ri
P  Cross-covariance matrix between the 

robot and landmarks estimates 

ij
P  Map covariance matrices 

XhT Jacobian of the observation model 
ˆ i

+q  Augmentation model 

u Control input 
v Process noise 
Z Observation model 
W Zero mean white observation noise 
S Innovation covariance matrix 
eb Error of goal seeking corresponding to 

the body frame 
qdes Desired posture 
S Kinect’s maximum detecting range 
SO Distance between the static obstacle and 

the robot 
vD Dynamic obstacle’s velocity 
dn(i-1) Distance between the dynamic obstacle 

and the robot 
dn(i) Distance between the robot and the 

dynamic obstacle after δt time step 
vR Robot velocity 
vDR Relative velocity between the robot and 

the dynamic obstacle 
SLAM Simultaneous Localization And Mapping 
EKF Extended Kalman Filter 
DoF Degree of Freedom 
EKFSLAM Extended Kalman Filter Simultaneous 

Localization And Mapping 
GSFC Goal Seeking Fuzzy Controller 
SOAFC Static Obstacles Avoidance Fuzzy 

Controller 
DOAFC Dynamic Obstacles Avoidance Fuzzy 

Controller 
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SISO Single-Input-Single-Output 
MISO Multi-Input-Single-Output 
MIMO Multi-Input-Multi Output 
FoV Field of View 

I. Introduction 
The Simultaneous Localization And Mapping (SLAM) 

is a problem of spatial exploration, where the robot enters 
an unknown space, observes it, moves inside it; builds a 
spatial model of it and defines its location inside it. SLAM 
technique can be found in indoor applications to assist 
users in navigating through challenging areas including 
airports, museums, and shopping centers. It can also be 
used in autonomous driving to navigate the car through 
traffic, find the best path, and avoid obstacles. Moreover, 
it has many applications in robotics; such as, mobile 
robots, drones, and industrial automation.  SLAM 
contains a moving agent; a robot, which is equipped with 
at least one exteroceptive sensor that can acquire 
information about its surrounds including a camera, a 
laser scanner, or a sonar.  Moreover, the robot can 
integrate additional proprioceptive sensor to track its own 
motion, including wheel encoders, accelerometers, or 
gyrometers. SLAM includes three basic operations 
repeated every time step: 
1. The motion model, where a mathematical model is 

required while the robot moves, to eliminate noise and 
errors in robot location; 

2. The inverse observation model, where the robot builds 
a map of the surrounding environment with the help of 
some features called landmarks. The inverse 
observation model is used to find the position of the 
landmarks depending on the data obtained by the 
sensors. A landmark is a feature or object in the 
surrounding that helps the robot locate itself, 
determine its direction, and build a map of its 
environment and maintain its position within that map. 
It can be corners, edges, unique textures, or even other 
robots; 

3. The direct observation model, where the robot uses the 
landmarks that had been previously mapped to correct 
its localization and the all landmarks localization. 

The SLAM problem is described using probabilistic 
solution for unknown environments. According to the 
literature, there are two main types of probabilistic 
solutions; Kalman filters family [1]-[3] and particle filters 
(PF) family [4], [5]. The SLAM problem was first 
proposed in [6] based on Extended Kalman Filter (EKF), 
and then in 2002, the authors in [7] proposed the 
FastSLAM by integrating PF and EKF. The efficiency of 
SLAM algorithms is still being developed and improved 
until now. Integrating the aforementioned models with an 
estimator engine (EKF) provides an automated solution to 
SLAM, where every time one of the three situations 
occurs, EKF estimation directly offers recursive solutions 
to localization problems and is appropriate to the robot 
and landmark positions, and EKFSLAM has been shown 
to offer the best convergence and consistency [8], [9].  

Kim et al. [10] presented a SLAM for outdoor speedy 
UAV in GPS-denied environment. The system conducted 
with LiDAR and IMU sensors, where the three 
dimensional LiDAR system can overcome the lake of 
GPS. Various strategies were presented in SLAM studies 
such as the integration in [11] and [12].  

Omnidirectional-wheeled robot is distinguished from 
the differential wheeled mobile robot by its three Degrees 
of Freedom (DoF), where it moves freely and its motion 
can be controlled easily. For example, it has been 
implemented for a trajectory tracking in [13], the control 
system was developed with Fuzzy controller and the result 
showed that the error was maintain at 0.2 m.  Fuzzy logic 
controller can be considered as an effective tool for 
nonlinear controller design [14]-[17]. In [17], a 
PD-Fuzzy-P controller has been used to enable the robot 
track the sharp curves’ maneuverability successfully, 
where the decentralized algorithm allows the controller to 
control each motor separately. The authors of [18] 
developed a fuzzy control method for an autonomous 
tricycle robot used in Precision Agriculture (PA), where 
the study was able to have a 0.2 m tracking error. Usually, 
SLAM combines data from odometry and other sensors, 
in order to overcome the accumulating error due to the 
wheel sliding that usually appears when using the 
odometry alone. Thus, a Kinect sensor is used along with 
an odometer sensor to overcome this type of error 
[19]-[21]. Mihir Kulkarni et al. in [19] have proposed a 
novel method to enhance a traditional Visual SLAM, 
where KinectV2 was used for the vision and YOLOv3 
was used for detection method. the author in [20] has used 
TurtleBot2 robot conducted with KinectV2 for indoor 
SLAM navigation. In [21] the degeneracy cases has been 
solved with an Inertial Measurement Unit (IMU) with 
KinectV2 in Visual SLAM. This study provides an 
Extended Kalman Filter Simultaneous Localization And 
Mapping (EKFSLAM)-based system for an 
omnidirectional robot that is constructed using an EV3 
Mindstorm. Under unknown environment, the odometer 
sensor and Kinect sensor feedback are merged, where 
three main fuzzy controllers are employed for the 
navigation system to reach a certain goal and avoid static 
and dynamic obstacles. The decentralized algorithm is 
used in robot control and uses the three independent 
components of robot’s motion with respect to the body 
coordinate frame; rotational movement (ωc), horizontal 
movement (H) and vertical movement (V), which can be 
controlled separately with different sub-controllers for 
each task. In this study, seven sub-controllers are used for 
the main three controllers; the Goal Seeking Fuzzy 
Controller (GSFC) uses three sub-controllers to control H, 
V, and ωc independently, the Static Obstacles Avoidance 
Fuzzy Controller (SOAFC) uses two sub-controllers to 
control H, V independently, and the Dynamic Obstacles 
Avoidance Fuzzy Controller (DOAFC) uses two 
sub-controllers to control H, V independently. For 
experimental validation, an EV3 Mindstorm equipped 
with omnidirectional wheels is used as a prototype with 
the help of Kinect sensor. 
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The remainder of this paper is organized as follows: 
Section II introduces the System Design of the Mobile 
Platform. The PD-FUZZY Controller for the three tasks is 
presented in Section III. Section IV describes the system, 
and a set of experiments is carried out to demonstrate the 
superiority of the proposed method in Section V. Finally, 
conclusion remarks are made in Section VI. 

II. System Design of the Mobile Platform 
II.1. Omnidirectional Robot Kinetic Model 

with Decentralized Algorithm 

The robot kinetic model will be used with the 
EKF-SLAM algorithm that determines the instant robot's 
position at a time. A flexible robot navigation is obtained 
when the algorithm controlling the robot's motion gives 
each motor the appropriate speed for each new movement.  

Figs. 1 show the configuration of a three-wheel 
omnidirectional robot where each wheel separated 120° 
from each other in addition to the EV3 Lego 
Omnidirectional wheel utilizing a Kinect sensor used for 
experimental validation.  

The angular velocities of the omnidirectional robot’s 
wheels are denoted by ω=[ω1  ω2  ω3], the posture of the 
robot corresponding to the global frame is denoted by 
qr=[x  y  θ]T and the velocity is denoted by rq , where the 
obtained kinematic equation corresponding to the global 
frame is: 

 

  1
r Cr q A ω   (1) 

 
where: 
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The decentralized algorithm uses the kinematic model 

that is presented in the body frame, which has been 
verified in authors’ previous work [16], the three velocity 
components of the omnidirectional robot are shown in 
Fig. 2, which are vertical motion; V, rotational motion; ωc, 
and horizontal motion; H, which are denoted by m=[H  V  
ωc]: 
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The system in Eq. (1) can be transformed to the body 

frame as the following: 

  2r  q R m  (3) 
 

where 2

cos sin 0
sin cos 0

0 0 1

   
    
  

R  is the rotation matrix.  

By substituting Eq. (3) into Eq. (2), yields: 
 

      21/ r  ω A R m  (4) 
 
and by simplifying    2 A R  in Eq. (4), yields: 
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which is a full rank matrix. 
 

 
(a) 

 

 
(b) 

 
Figs. 1. (a) A three Omni-directional wheeled robot configuration. (b) 

An EV3 Lego Omnidirectional wheel utilizing a Kinect sensor 
 

 
 

Fig. 2. The velocity vector configuration of the omnidirectional 
robot corresponding to the body coordinate frame 
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II.2. EKF-SLAM 

The EKF-SLAM-based system is reviewed and 
summarized in this section. The robot’s state vector at 
time step k is qr(k), where N is the static landmarks in the 
surrounding, and ith landmark’s state vector is qi(k).  

Therefore, the augmented state vector is given by: 
 

 
       1, ,   .

TT T
r ik k k i N    q q q  (6) 

 
The mean and covariance of the posterior probability 

distribution of the state variable q are estimated by EKF. 
ˆ ( )k+q  denotes the mean of the posterior position each 

k time. The covariance matrix of the posterior distribution 
is presented by: 
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where ( )rr kP  is the covariance of robot pose estimate.  

( ) ( )T
ri irk k P P  is the cross-covariance matrix 

between the robot and landmarks estimates, and ( )ij kP  
denotes the map covariance matrices. The robot and 
landmarks corresponding process model is: 
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where the robot’s motion model is f, u(k) is control input, 
and v(k) is the process noise that is zero mean with 
covariance w(k). The EKF combines the information from 
Kinect sensor with the observation model: 

 

 ( ) ( ( )) ( )k h k k Z q w  (9) 
 

It can be written with the difference between the robot 
position and orientation and the observed landmark: 
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The Extended Kalman Filter fundamental stages are: 

 Prediction: The mean and covariance of probability 
distribution at time step k+1 can be predicted using the 
probability distribution of k as: 
 

 

ˆ ˆ( 1) ( ( ), ( ))
ˆ ˆ( 1) ( ( 1))

( 1) ( ) ( ) ( ) ( )T
X X

k f k k

k h k

k f k k f k k

 

 

 

 

  

     

q q u

Z q

P P Q

 (11) 

 Observation: Measurement error is estimated upon 
observation of the ith landmark and assuming accurate 
data association as: 
 

 
ˆ( 1) ( 1) ( 1)i ik k k    v Z Z  (12) 

 
and innovation covariance matrix is given by: 
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 Update: The mean and covariance of posterior 
distribution can be obtained as the following: 
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Kalman gain is obtained as: 
 

 
1( 1) ( 1) ( ) ( 1)T

Xk k h k k      W P S  (15) 
 

where T
X h  is the Jacobian of the observation model 

about the predicted state ˆ ( )kq . The flow chart of 
EKFSLAM algorithm is demostrated in Fig. 3. 
 Augmentation: An Augmentation model is used when 

a new landmark is observed: 
 

 ˆ ˆ( 1) ( ( ), ( ))i i rk g k k  q q Z  (16) 

II.3. Kinect Sensor 

Both Infrared and ultrasonic sensors have problems 
regarding to the accuracy and range limitation. Kinect 
sensor, which is released by Microsoft Company, is able 
to produce a 3D scan for the surrounding environment 
with more accuracy. Therefore, in this research, it is used 
for landmarks and obstacles detection. Where the 
effective distance of the depth image obtained by Kinect is 
approximately 0.5 m to 4.5 m, and 60˚ vertical by 70˚ 
horizontal angle for the Field Of View (FOV). The 
detected data are used for robot localization and obstacle 
avoidance. 

III. The Fuzzy Controller 
Three main tasks for the omnidirectional-wheeled 

robot are performed to reach the goal with free-collision 
path including; goal seeking, static and dynamic obstacles 
avoidance. Each task has its main PD-Fuzzy controller; 
Goal Seeking Fuzzy Control (GSFC), Static Obstacle 
Avoidance Fuzzy Control (SOAFC), and Dynamic 
Obstacle Avoidance Fuzzy Control (DOAFC). The robot 
starts its path to reach the goal with GSFC with the help of 
EKF, beyond that, one or both of the two 
obstacle-avoidance fuzzy controllers will be activated if 
the Kinect sensor detects any static or dynamic obstacle, 
then SOAFC and/or DOAFC takes the control depending 
on the type of the obstacle.  
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Fig. 3. EKF flowchart 
 
Each of the three main controllers has three PD-Fuzzy 

sub-controllers for the three motion-component of the 
robot; the rotational, horizontal and vertical velocities of 
the robot are the outputs and can be controlled separately.  

Using the decentralized algorithm allows to use seven 
sub-controllers for a flexible collision-free navigation, the 
seven sub-controllers in this case are 
Single-Input-Single-Output (SISO) or 
Multi-Input-Single-Output (MISO) controllers rather than 
Multi-Input-Multi Output (MIMO) controllers. As a 
result, each H, V, and ωc can be controlled independently 
in goal seeking or obstacle avoidance tasks.  

III.1. Goal Seeking Fuzzy Controller (GSFC) 

Reaching a certain goal autonomously is obtained by 
GSFC. As previously stated, the entire GSFC contains 
three separate PD-fuzzy sub-controllers as shown in Fig. 
4. The three sub-controllers have two inputs, the error e 
and its derivative de/dt and one output, which is the 
change in H for the first sub controller, the change in V for 
the second sub controller and the change in ωc for the third 
one: 

 

   des  e R q q  (17) 
 

where 
cos sin 0
sin cos 0

0 0 1

   
    
  

R  is the rotation matrix, 

 Tdes d d dx y q  is the desired posture vector, and 

 Tr x y q  is the posture vector of the 
omnidirectional wheeled robot. GSFC's rules are designed 
to update H, V and ωc based on changes in error and its 
derivative at each move. The ranges of the inputs and 
outputs are normalized to [−1 to 1] range. The error of 
goal seeking is demonstrated in the body coordinate frame 
as shown in Fig. 5, and Figs. 6 present the membership 
functions of H, V, and ω in GSFC: (a) Membership 
functions of e and the change of H, V, and (b) Membership 
functions of de/dt. 

 
 

Fig. 4. The GSFC contains three sub controllers 
 

 
 

Fig. 5. The error between the mobile robot 
and target point represented in the body frame 

 

 
(a) 

 

 
(b) 

 
Figs. 6. The membership functions of  H, V, and ω in GSFC. 

(a) e and the change of H, V and ߱; (b) The change of e 
 

The ranges of the error, V, H, and ω vary as Very 
negative (VN), Negative (N), Zero (Z), Positive (P), and 
Very positive (VP) in SOAFC, and the range of the 
change of the error varies as Negative (N), Zero (Z), 
Positive (P), where all ranges are normalized to [−1 to 1] 
range. 
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III.2. Static Obstacle Avoidance 
Fuzzy Controller (SOAFC) 

The fuzzy controller that is used to avoid static 
obstacles takes into consideration the distance between 
the robot and the near obstacle. SOAFC has two 
sub-controllers as shown in Fig. 7, each one has three 
inputs and one output. The three inputs of the 
sub-controllers represent the distance between robot and 
the obstacle, in three regions of the FoV: right, front, and 
left of the robot that is specified by Kinect sensor. The 
change in H is the output of the first sub-controller and the 
change in V is the output of the second controller. As long 
as the Kinect sensor detects an obstacle in any of the three 
regions, the SOAFC starts controlling H and V to move 
the robot against the detected obstacle based on the 
controller membership functions. Once the FoV is clear 
from obstacles, the system switches to the GSFC and 
continues eliminating the error. Fig. 8 shows the FoV of 
Kinect, S is the Kinect’s maximum detection range, which 
is 4.5 m and the distance between the robot and the static 
obstacle is presented by So. The range of the Kinect 
distance is between [0 to 4.5] m and the corresponding 
fuzzy membership varies as Near, Medium, Far for 
SOAFC. The outputs are provided as Very negative (VN), 
Negative (N), Zero (Z), Positive (P), and Very positive 
(VP). The ranges of the inputs are normalized to [0 to 1] 
range. Figs. 9 present the membership functions of H and 
V in SOAFC: (a) The input distance between the robot and 
the static obstacle in the right, front, and left regions, (b) 
the change in H and V. 

 

 
 

Fig. 7. The SOAFC contains two sub controllers 
 

 
 

Fig. 8. The Kinect’s maximum detecting range 
and the distance between the robot and the static obstacle 

 
(a) 

 

 
(b) 

 
Figs. 9. Membership functions of H and V in SOAFC (a) The input 

distance between the robot and the static obstacle in the right, front, and 
left regions; (b) The change in H and V 

III.3. Dynamic Obstacle Avoidance 
Fuzzy Controller (DOAFC) 

DOAFC is responsible to avoid the robot from the 
dynamic obstacles, where two sub-controllers give the 
robot the appropriate value of H and V independently to 
move away from the dynamic obstacle depending on the 
distance between the robot and the dynamic obstacle, and 
its relative velocity. Each sub-controller has six inputs and 
one output as shown in Fig. 10, the inputs are; the left, 
front, and right distances between the obstacle and the 
robot, and the left, front, and right relative velocities 
between them. The change in H is the output of the first 
sub-controller and the change in V is the output of the 
second sub-controller. As long as the Kinect sensor 
detects a dynamic obstacle in any of the three regions, the 
DOAFC starts controlling H and V to move the robot 
against the detected obstacle with appropriate speed based 
on the controller membership functions. Once the FoV is 
clear from obstacles, the system switches to the GSFC and 
continues eliminating the error. The second three inputs 
are the relative velocity between the obstacle and the robot 
in the right, front, and left regions of the FoV.  

 

 
 

Fig. 10. The DOAFC contains two sub controllers 
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The dynamic obstacle velocity is calculated using Eq. 
(12); where vD is the dynamic obstacle velocity, and as 
shown in Fig. 11, dn(i-1) is the distance between the robot 
and the dynamic obstacle in n region at specific time, dn(i) 
is the distance between the robot and the dynamic obstacle 
after δt time step: 

 

 ( 1) ( )n n
D

d i d iv
t

 



 (18) 

 
The relative velocity between the robot and object is 

calculated according to Eq. (13) to be provided to the 
sub-controllers; where vR is the robot velocity and vDR is 
the relative velocity between the robot and the dynamic 
obstacle: 

 
 DR R Dv v v   (19) 
 

The corresponding fuzzy membership varies as Near 
(NR), Medium (M), and Far (F) for the distance and Slow 
(S), Medium (M), and Fast (FT) for the relative velocity.  

The change in H and V are provided as Very negative 
(VN), Negative (N), Zero (Z), Positive (P), and Very 
positive (VP). The ranges of the inputs are normalized to 
[0 to 1] range.  

Figs. 12 present the membership functions for the 
horizontal and vertical motions in DOAFC: (a) the 
membership functions for the input distance between the 
robot and the dynamic obstacle in the right, front, and left 
regions; (b) the membership functions for the relative 
velocity between the robot and the dynamic obstacle in the 
right, front, and left regions; (c) the membership functions 
for the changes in H and V. 

IV. System Description 
In this study, the robot moves on a flat ground and runs 

four threads in parallel; going to a desired goal, localizing 
itself, mapping the environment, and avoiding static and 
dynamic obstacles. 

EKF-SLAM algorithm with static and dynamic 
obstacles flowchart is presented in Fig. 13, the robot starts 
seeking a predefined goal using GSFC with an initial 
position and linear and angular velocities. During its 
movement, it uses the odemeter as a motion sensor and a 
Kinect sensor as a visual sensor. The Kinect sensor 
obtains the data regarding the landmarks and obstacles. If 
the Kinect sensor detects an obstacle in its FoV, then one 
of the SOAFC and DOAFC starts working depending on 
the type of the obstacle.  Once the obstacle gets away from 
the FoV, the system switches the controller back to the 
GSFC.  

As long as the robot moves to the goal, the landmarks 
and the odometer help the EKF to update the state 
estimate, where the robot's next state is predicted using the 
previous state estimate. The robot keeps seeking the goal, 
localizing itself, updating the map with the extracted 
features until the end of the mission. 

 
 

Fig. 11. The relation between the robot and the dynamic obstacle 
 

 
(a) 

 

 
(b) 

 

 
(c) 

 
Figs. 12. The membership functions of of H and V in DOAFC (a) The 
input distance between the robot and the dynamic obstacle in the right, 

front, and left regions; (b)The relative velocity between the robot and the 
dynamic obstacle in the right, front, and left regions; 

(c) The change in H and V 

V. Experimental Result 
The proposed EKF-SLAM algorithm is tested using a 

real EV3 Lego Omnidirectional robot and a Kinect sensor 
as a main sensor with static landmarks in the surrounding 
environment. Three tests are performed to demonstrate the 
effectiveness of the system; in the first test, the robot 
reached a goal with absence of landmarks and existence of 
three static obstacles.  
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Fig. 13. EKF SLAM algorithm with static and dynamic obstacles flowchart 
 

In the second test, two static landmarks were added to 
the environment, where the robot was able to localize 
itself and find collision free path. In the third test, mix of 
static and dynamic obstacles were added to robot 
workspace, the robot showed its ability to reach the goal, 
avoid collision with dynamic obstacles, and produce a 
map for the environment. The following subsections 
present the details for each experiment. Figs. 14 show the 
experimental results with existence of three different 
static obstacles and absence of landmarks; Fig. 14(a) is the 

experimental scene, and Fig. 14(b) is the robot path with 
the extracted map with three static obstacles. Starting at 
(0,0), the robot moves toward the target point at (4.4, 2.5) 
m. It starts to find its path to reach the goal point using 
GSFC, during its path it detects the first obstacle using the 
depth sensor and switches to SOAFC, it avoids it, 
generates a new path to the goal, and switches back to 
GSFC. Another static obstacle faces the robot; the robot 
uses SOAFC again and avoids it. At the end, it generates 
the last path to the goal and uses GSFC. Figs. 15 show the 
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experimental results with existence of three different 
obstacles and two landmarks; landmarks help the robot to 
localize itself in the environment. Fig. 15(a) is the 
experimental scene, and Fig. 15(b) is the robot path with 
the extracted map with three static obstacles and two 
landmarks. Starting at (0,0), the robot moves toward the 
target point at (4.4, 2.5) m, each time the robot faces an 
obstacle detected by the depth sensor, the system switches 
the controller to SOAFC until the obstacle is not seen by 
the Kinect. The robot updates its location each time the 
Kinect sensor detects a landmark using the RGB camera.  

The absolute error and percentage error between the 
robot and the goal in H, V, and ωc with and without 
existence of landmarks is shown in Table I, where the 
error is decreased by adding landmarks.  

V.1. Dynamic Obstacles Environment 

During the robot navigation, the robot keeps switching 
between GSFC, SOAFC, and, DOAFC. It depends if the 
Kinect sensor detects static/dynamic obstacle or not. Figs. 
16 show the experimental results with existence of three 
different static obstacles and one dynamic obstacle (A 
person). Fig. 16(a) is the experimental scene, and Fig. 
16(b) is the robot path with the extracted map with three 
static obstacles and one dynamic obstacle.  

 

 
(a) 

 

 
(b) 

 
Figs. 14. The robot path with existence of three different 

static obstacles and absence of landmarks 

 
(a) 

 

 
(b) 

 
Figs. 15. The robot bath with existence of three different static obstacles 

and two landmarks 
 

TABLE I 
THE ABSOLUTE ERROR AND PERCENTAGE ERROR 

BETWEEN THE ROBOT AND THE GOAL IN H, V, AND ωC 
WITH EXISTENCE OF STATIC OBSTACLES 

 
Without landmarks With landmarks 

Absolute 
error 

Percentage 
error % 

Absolute 
error 

Percentage 
error % 

H 0.10 m 2.27 0.05 m 1.13 
V 0.13 m 5.2 0.03 m 1.2 
ωC 8° 16 6° 12 

 
Starting at (0,0), the robot moves toward the target 

point at (4.4, 2.5) m with constant speed 0.3 m/s. After a 
while, the Kinect sensor detects a dynamic obstacle with 
0.6 m/s speed, the robot uses DOAFC and changes its 
direction and speed to avoid the dynamic obstacle. After 
the dynamic obstacle is not in the FoV of the Kinect, the 
robot keeps switching between GSFC and SOAFC until it 
reaches the goal point. The absolute error and percentage 
error between the robot and the goal in H, V, and ωc with 
the existence of the dynamic obstacle is shown in Table II. 

 
TABLE II 

THE ABSOLUTE ERROR AND PERCENTAGE ERROR BETWEEN THE 
ROBOT AND THE GOAL IN H, V, AND Ω WITH EXISTENCE OF STATIC 

AND DYNAMIC OBSTACLES AND TWO LANDMARKS. 
Motion component Absolute error Percentage error % 

H 0.03 0.7 
V 0.05 2 
ωC 5° 10 
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(a) 

 

 
(b) 

 
Figs. 16. The robot bath with existence of static and dynamic obstacles 

VI. Discussion 
The overall results of this study show that the 

EKF-SLAM robot can navigate, avoid static and dynamic 
obstacles, reach a specific goal, and localize itself with 
unknown landmarks using a Kinect sensor 
experimentally. The linear and angular velocities of the 
robot has been controlled separately using the 
decentralized algorithm, which simplified the control 
process.  

The navigation of the robot has been tested in three 
scenarios; in the first one, the robot reached a goal with 
absence of landmarks and existence of three static 
obstacles. In the second one, two static landmarks were 
added to the environment, where the robot was able to 
localize itself and find collision free path. In the third test, 
mix of static and dynamic obstacles were added to robot 
workspace with the existence of two static landmarks. 

In the three scenarios, the robot could recognize and 
classify the static and dynamic obstacles using the IR 
depth sensor of the Kinect sensor and the landmarks using 
the RGP camera of the Kinect sensor. Avoiding the static 
and dynamic obstacles, which has been shown in the 
aforementioned figures, indicates that the three main 
controllers could control the linear and angular velocities 
effectively. Accordingly, Table I and Table II have carried 
out that the error with existence of the landmarks was 
relatively low despite of the existence of the dynamic 
obstacles. 

VII.   Conclusion 
This work presented an EKF-SLAM algorithm for 

Omni-directional robot navigates in an indoor 
environment, where the omnidirectional-wheeled robot 
odometry and a Kinect sensor are combined under an 
unknown environment. The robot reaches a goal with free 
collusion path, where three main fuzzy controllers are 
used for the navigation system; goal seeking 
autonomously using GSFC with three sub-controllers to 
control H, V, and ωc independently, static obstacles 
avoidance using SOAFC with two sub-controllers to 
control H, V independently, and dynamic obstacles 
avoidance using DOAFC with two sub-controllers to 
control H, V independently. The proposed navigation 
system was tested using a real EV3 Lego robot with 
various environment of existence and absence of the static 
and dynamic obstacles and the landmarks. The robot 
showed its ability to reach the goal, avoid collision with 
dynamic and static obstacles, and produce a map for the 
environment. This paper concerns to study the slam 
technique in an indoor application, likewise, there are 
various applications in a variety of industries, such as; 
Autonomous driving and robotics. 
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Review of Computerized Prosthetic Knee Joints 
in Terms of Mechanical and Control Design 

 
 

Ahmed Khaleel Abdulameer, Mohsin Abdullah Al-Shammari 

 
 

Abstract – The computerized prosthetic knee joints equipped with advanced embedded systems 
that enable control of lower limb movements for amputees using hardware and software 
components. The hardware of the embedded system represents each of the actuators, sensors, and 
microcontrollers while the software uses algorithms of artificial intelligence that control 
movements of the knee joint by a microcontroller that receives the input signal from sensors and 
transmits it to the actuator to conduct the required motion. An overview comprehensive will be 
presented of everything related to the mechanical and control design of computerized prosthetic 
knee joints by exploring the complete mechanical design, including mechanisms, materials, 
actuators, numerical analysis, and control design, including, sensing system, control method, and 
microcontroller, this paper fills a gap in the existing literature and offers a more comprehensive 
understanding of the field, unlike the available recent review articles related to the smart 
prosthetic knee joints that have typically focused on individual aspects, such as specific actuators 
or control methods for active prosthetic knee joints. A systematic approach was followed. A group 
of relevant papers was selected, covering the period up to October 2022. Then, these papers were 
categorized based on the mechanical and control design aspects of smart prosthesis. This paper 
will be given a complete image for all researchers interested in prosthetics, especially intelligent 
prosthesis for all used actuators, sensory system, microcontrollers and opinions of previous 
authors related to numerical analysis thus they will enrich the researchers and will be a starting 
point for future works. Copyright © 2023 Praise Worthy Prize S.r.l. - All rights reserved. 
 
Keywords: Computerized Prosthetic Knee Joint, Powered Knee, Mechanical Design, Powered 

Actuators, Variable Damping Actuator 
 

 

I. Introduction 
Lower limb amputations can result from various 

causes, including traumatic, dysvascular, oncological 
disorders, infections, and even security issues in some 
countries [1]-[3]. Transfemoral amputees require a 
prosthetic knee, shank, ankle joint, and foot to replace the 
missing part of the thigh, making research related to 
prosthetic knee joints crucial. The knee joint plays a 
crucial role in daily locomotion by coordinating muscles, 
bones, ligaments, and other parts [4]. However, above-
knee amputees lack this joint, which affects their ability 
to stand, sit, or walk. Prosthetic knee joints can be 
classified into three groups: passive, active-damping-
controlled, and power-controlled [5] as shown in Figure 
1. This review focuses on active damping controlled and 
power-controlled prosthetic knee joints. Variable-
damping-controlled knees, which use hydraulic, 
pneumatic, or magneto-rheological dampers as actuators 
and microcontrollers to mimic the role of the 
musculoskeletal system during various activities, are the 
most common knee prostheses worldwide [6]. Power-
controlled prostheses, such as the fully powered Power 
Knee produced by össur, use brushless DC motors or 
pneumatic actuators [7]-[8]. 

 

 
 

Fig. 1. Categories of above-knee prostheses 
 

The performance of prosthetic knees depends on 
factors such as actuators, mechanical design, and control 
methods (including sensing systems, algorithms, and 
machine learning) [9]-[10]. There are numerous scientific 
focused on active and semi-active prosthetic knee joints, 
most of them studied the mechanical and control design 
of microprocessor prosthetic knee joints, with a greater 
emphasis on sensing systems, algorithms, and machine 
learning rather than mechanical design. some researchers 
designed and manufactured a smart prosthetic knee joint 
using different metals with various actuators and 
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mechanisms [11]-[12], where they used the finite element 
method that has an important effect on the design of 
prosthetic limbs [13]. while others have used a DC motor 
through a ball screw to create a mono-centric prosthetic 
knee joint [14]-[15]. Some researchers have focused on 
sensing systems to restore the necessary motion for daily 
living activities based on the patient's intent [16]-[17]. 

This review provides a comprehensive overview of 
smart and semi-active prosthetic knee joints, including 
their mechanisms, materials, actuators, and control 
methods up to October 2022. The aim is to assist 
researchers and engineers working in prosthetics and 
orthotics engineering with their future work.  

The structure of this paper will be as follows. Section 
II briefly classifies computerized prosthetic knee joints 
based on their structure, actuators, electronic circuits, and 
control methods. Section III includes future works and 
evaluations, while Section IV presents the conclusions.  

The paper also discusses the state-of-the-art related to 
microprocessor prosthetic knee joints. 

II. Methods 

This paper offers a comprehensive review of 
computerized prosthetic knee joints, covering both active 
and semi-active types, including their mechanisms, 
materials, actuators, and control methods. Unlike 
previous review articles that have focused solely on 
individual actuators and control methods for active 
prosthetic knee joints [12], [18]-[20], this review 
categorizes included papers and theses into two main 
areas: mechanical design, which includes actuators, 
materials, numerical analysis, and mechanisms; and 
control design, which encompasses sensing systems, 
electronic systems, and control methods. 

II.1. Mechanical Design 

Designing a smart prosthetic knee joint requires 
careful consideration of various factors, including the 
actuator type (powered, variable damping, or passive) 
and mechanism (single-axis or poly-centric). The 
appropriate actuator should be selected based on the 
identified joint type. The mechanical design should 
prioritize dimensions, weight, strength, range of motion, 
speed, cost, fatigue life, quality, and aesthetic value.  

Actuators, materials, mechanisms, and numerical 
analysis are critical components of the design of 
microchip prosthetic knee joints, and the length of the 
user's leg should also be considered. 

II.1.1.   Actuators 

Actuators used in prosthetics can be classified into 
three categories: passive (damper and spring), active 
variable-damping (hydraulic, pneumatic, and magneto-
rheological damper), and powered (active) (such as a 
rigid actuator, pneumatic artificial muscles, and series 
elastic actuator). An actuator with elastic properties is 

typically preferred, as it compensates for energy loss 
during motion and improves body balance. The selection 
of the appropriate actuator type should be based on the 
amputee's activity level, with an active actuator being 
more crucial during activities such as the stair ascending.  

This review focuses on active and active variable-
damping actuators, which are essential components in the 
production of smart prosthetics, while passive actuators 
will be overlooked. 

II.1.1.1.   Active Actuators 

Active actuators in prosthetics are fully powered 
electro-mechanical actuation systems, and they can be 
classified into three categories: rigid actuators, Serial 
Elastic Actuators (SEA), and pneumatic artificial 
actuators [21]. The serial elastic actuator utilizes an 
elastic mechanism in combination with a small motor 
mass to reduce impact force and enhance force control 
during gait assistance [22], while the Pneumatic Artificial 
Muscle (PAM) is a pneumatically-powered actuator and 
stands out from other actuator categories. The power 
knee developed by Össur Corporation is the only 
commercially available active prosthetic knee joint that 
employs a serial elastic actuator. Selecting the 
appropriate actuator for an active prosthetic knee joint 
requires the calculation of five parameters: maximum 
peak torque, maximum speed, maximum position, rated 
torque, and inertia [23]. Among the rigid actuators, the 
electro-mechanical system that includes a motor 
connected with a ball screw is commonly used. Kamel et 
al., utilized a linear actuator from ULTRAMOTION 
Corporation, while Al-Maliky et al., used a ball screw 
(ISSOKU GTR0802) with a brushless motor (EC-i40 
130-watt) from Maxon, and Hoover et al., utilized a ball 
screw (Nook ECS-10020-RA) with a 150-watt brushed 
DC motor (Maxon RE40) [24]-[26]. These actuators are 
heavy and lengthy, which can have a negative impact on 
the weight and height of smart prosthetic knee joints. As 
a result, they are mainly used for single-axis 
mechanisms. In the design of prosthetic knee joints, the 
choice of the actuator is crucial and can greatly affect the 
performance of the device. The researchers employed 
several types of actuators to power prosthetic knee joints.  

El-Sayed et al utilized a high-torque Maxon spindle 
drive motor with a gear ratio of 492:1, while Jo et al 
designed a similar structure using a DC motor and a ball 
screw [27],[28]. Liu et al used a Maxon DC motor with a 
ball screw weighing 480g, and Borjian et al., employed a 
brushed motor connected to a parallel belt driven by a 
ball screw mechanism [16],[29]. Valencia et al used a 
low-cost electric linear actuator manufactured by 
Progressive Automations with a stroke length of 2 inches 
and a force of 50 lbs. powered with 12 DC, but it 
required a high current with a full load and thus needed a 
battery with high ampere-hours and high weight for a 
smart prosthetic knee joint [30]. Other researchers used 
various types of actuators; rigid and elastic actuators that 
being a popular choice. The rigid actuator typically 
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includes an electro-mechanical system with a motor 
connected to a worm gear or driver shaft mechanism. For 
instance, Islam et al., utilized a worm wheel as a knee 
joint actuator, with the gear deriving motion from the 
motor through meshed gears [31]. Another example is 
Kadhim et al., who employed a DC motor (BOSCH) as 
an actuator with the rack and pinion mechanism, where 
the pinion moves the rack within the actuator parts [11]. 

On the other hand, serial elastic actuators are a second 
category of active actuators that include an elastic 
element combined with the motor. Martinez-Villalpando 
et al., suggested an agonist-antagonist array consisting of 
two series of elastic actuators in parallel around the knee 
axis, where one of them acts in flexion and the other in 
extension [32]. Rouse et al., developed a Clutch-able 
Series Elastic Actuator (CSEA) that precisely controls 
the force and protects the motor transmission system 
from shock loads [33]. Jannati et al., designed a series of 
elastic actuators for active prosthetic knees using a motor 
that transferred its output power to a ball screw through a 
timing belt and pulley [34]. Finally, Peng et al., created a 
Variable Stiffness Actuator (VSA) using two motors, 
with the first driving the knee joint to rotate and the 
second providing stiffness-regulating motion [35]. These 
studies demonstrate the potential of different types of 
rigid and elastic actuators in the design of prosthetic legs, 
each with its unique advantages and limitations. The 
third type of actuator commonly used in prosthetic knee 
joints is pneumatic artificial muscles, which mimic 
biological muscles and generate force through radial 
expansion and axial contraction when pressurized with 
compressed air. These muscles can be classified into four 
types based on their construction, with the braided 
pneumatic muscle being the most common [36].  

Commercially available McKibben muscles, produced 
by companies such as Shadow and FESTO, are also 
widely used in varying lengths and diameters. Dabiri et 
al., [37] incorporated two Festo pneumatic muscles 
(MAS-40) as actuators in their powered prosthetic knee 
joint design, which were attached to the thigh and shin 
with brackets and eye bolts, respectively. This design 
required external compressed air from a compressor to 
operate, as depicted in Figure 2. 

II.1.1.2.    Variable-Damping Actuators 

Variable-damping actuators are a class of devices that 
can adjust the amount of energy they dissipate by 
consuming low power. They can be categorized into 
three types, namely hydraulic, pneumatic, and magneto-
rheological (MR). Active variable-damping actuators, 
which incorporate smart materials, provide a controllable 
damping force or torque and are divided into two groups, 
linear and rotary MR actuators [38]. While active 
actuators used in powered transfemoral prostheses can 
provide suitable torque for driving and controlling the 
desired motion during walking, they have deficiencies 
such as high energy consumption, decreased battery life, 
increased weight, and potential instability.  

 
 

Fig. 2. Powered prosthetic knee joint using pneumatic muscles [37] 
 
On the other hand, variable-damping actuators, such 

as those utilizing magneto-rheological fluid, require low 
power consumption and can respond to changes in 
walking speeds and motion patterns, providing a more 
natural walking experience for amputees [17]. Bram et 
al., designed an electrohydraulic damper with two 
separate hydraulic modes of operation, an active mode 
using a pump, and a passive mode controlling a variable 
position valve [39]. Wang et al., proposed a novel 
solution that utilizes an active variable-damping actuator 
with valves controlling the flow of hydraulic oil [40].  

Similarly, Cao et al., used the same hydraulic variable 
damping actuator in an intelligent prosthetic knee joint, 
where a single motor was used to control the hydraulic 
cylinder and modulate the damping properties [17]. Cao 
et al., also utilized a hydraulic damper with two separate 
needle valves controlled by a linear motor to produce 
joint resistance for flexion and extension locomotion 
[41]. In another study, Dedić et al., used hydraulic 
cylinders from SMC company and an electric motor and 
hydraulic pump from JUNG company to control the 
hydraulic cylinder for the prototype of an intelligent 
prosthetic knee joint [42]. By utilizing these advanced 
technologies, researchers are constantly striving to 
develop improved variable-damping actuators to enhance 
the performance of prosthetic limbs. Pillai et al., utilized 
two linear hydraulic actuators connected to a single 
electric motor-driven pump to design a semi-active smart 
prosthetic knee-ankle joint [43]. Meanwhile, pneumatic 
actuators can be classified into two types: Pneumatic 
Artificial Muscles (PAM) and pneumatic actuators.  

Although pneumatic actuators have low costs, they 
cannot withstand high loads compared to hydraulic 
actuators, generate high noise, and require a compressor 
for control, which affects the weight and volume of the 
smart prosthetic knee joint [24]. To produce (2270 N) of 
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outward axial force and (2070 N) on the return, Sup et 
al., employed double-acting pneumatic actuators with the 
model (17-3-DP) for the knee joint and model (17-2.75-
DP) for the ankle joint, which manufactured by Bimba 
company [8][44]. On the other hand, Orhanlı et al., used 
an electronically controlled pneumatic actuator designed 
by Akdoğan to manufacture the smart prosthetic knee 
joint with a mono-centric joint design [45]. Magneto-
rheological fluid has been widely investigated as an 
adaptive actuator for rehabilitation applications in 
amputees, particularly for prosthetic ankle/knee using 
MR dampers that enable control over damping and 
stiffness characteristics [46]. The operational modes of 
magneto-rheological fluid can be classified into three 
modes: flow mode (valve mode), shear mode (clutch 
mode), and squeeze mode. Magneto-rheological dampers 
can be classified into two types: linear and rotary, based 
on the motion of the piston. Linear MR dampers are 
further categorized into mono-tube, twin-tube, and 
double-ended types, with mono-tube being the most 
commonly used. Rotary MR dampers can be divided into 
the continuous angle and limited angle types. Linear MR 
dampers operate in valve mode, while rotary MR 
dampers work in shear mode. The controllability of 
damping force in MR dampers is achieved by changing 
the applied magnetic field, which induces polarization in 
suspended particles, causing chains of particles to form 
and limiting movement of the MR fluid, resulting in 
increased viscosity and damping [46]. Carlson et al., 
were the first to use mono-tube MR damper in the design 
and manufacturing of smart prosthetic knee joints. In 
addition, Nandi et al., utilized a magneto-rheological 
damper for knee actuation in prosthetics, with a peak-to-
peak damping force of 2224 N, maximum operating 
temperature of -71 °C, and a response time of less than 
25 ms [47]-[48]. These studies demonstrate the potential 
of MR dampers for use in smart prosthetic knee joints, 
providing effective control over damping and stiffness 
characteristics. Various researchers have utilized MR 
dampers in the design and manufacturing of smart 
prosthetic knee and ankle joints. Li et al., developed an 
intelligent bionic leg (Polycentric) using the RD-1005-3 
MR damper manufactured by LORD Corporation, 
chosen for its advantages similar to the properties of 
ligament and muscle [49]. Ochoa-Diaz et al., designed 
and manufactured a polycentric smart knee joint utilizing 
the RD-8040-1 MR damper manufactured by LORD, 
which offers controllable damping force, rapid response, 
and lower power consumption [50]. Arteaga et al., 
developed a mono-tube MR damper for manufacturing 
smart prosthetic knee/ankle joints using magneto-
rheological fluid type (140 CG) produced by LORD 
Corporation, with a maximum damping force of 2500 N, 
an outer diameter of the cylinder of 42 mm, and a stroke 
length of 20 mm [51]. Shastry et al., designed a smart 
prosthetic leg (Four-bar mechanism) using a twin-tube 
MR damper that utilized commercially available 
magneto-rheological fluid (140CG) [52]. Akalın et al., 
designed an intelligent prosthetic knee joint (Single-axis 

mechanism) using a mono-tube MR damper as the 
actuator and conducted a comparison between the 
magneto-rheological prosthetic knee and the pneumatic 
prosthetic knee [53]. Rotary MR dampers have also been 
utilized in the design of smart prosthetic knee joints.  

Össur company used a rotary MR damper with similar 
working principles to the MR brake to manufacture a 
smart prosthetic knee. Kim et al., designed a rotary MR 
brake, consisting of a rotary cylinder filled with 
magneto-rheological fluid and two connected ports, 
utilizing the pressure drops in the duct as a force of 
resistance [54]. Herr et al., suggested a user-adaptive MR 
knee prosthesis actuated using a magneto-rheological 
brake and compared it with a non-adaptive knee 
prosthesis in terms of its clinical effects [55].  

Gudmundsson et al., optimized the geometrical design 
of the MR brake, achieving a maximum braking torque 
of 61 N m using a field-induced method [56]. In 
summary, the above-mentioned actuators can be chosen 
and improved or combined to develop a smart prosthetic 
knee joint, giving researchers more options to design and 
manufacture better devices. 

II.1.2.    Materials 

The weight of a smart prosthetic knee is an important 
design consideration, and the materials used to 
manufacture the frame and hinge must satisfy specific 
requirements, including high strength, lightweight, low 
cost, and availability in the researcher's country. Metals 
and composite materials are commonly used for 
fabrication, with aluminum alloys, titanium alloys, and 
stainless steel being the most commonly used metals, 
while the choice of composite materials depends on the 
type of fibers and resin used, as well as the number of 
fiber layers. Parameters such as strength-to-weight ratio 
and stiffness-to-weight ratio are critical in prosthetic 
design [57]-[60]. Various researchers have employed 
different materials to design smart prosthetic knee joints.  

Kadhim et al., used aluminum alloys (Al 7075 and Al 
6061) and steel alloy (AISI 4130) to manufacture the 
hinge and discovered that aluminum alloy (Al 6061) was 
the best metal for their design due to its stability, 
comfort, and low cost [11]. Similarly, Lim et al., used 
aluminum alloy (Al 6061) to design and fabricate the 
tibial shell (frame) and the hinge of an active prosthetic 
knee that was satisfactorily light and agile [61]. Kamel et 
al., and Rupar et al., chose aluminum alloy (Al 2024 T3) 
to manufacture an intelligent prosthetic knee joint 
because of its superior properties in terms of lightweight, 
high strength, low cost, and high quality [24]. Sayem et 
al., made all components of the prosthetic knee using 
aluminum alloy (Al 1060-H16), except for the ball 
bearing, sleeve bearing, and bushing pin [62]. Wu et al., 
designed an active prosthetic knee using PAM as an 
actuator and proposed to use the aluminum alloy (Al 
2014 T6) to manufacture the frame and hinge [63].  

Lambrecht et al., used two types of materials in the 
design of a smart prosthetic knee, utilizing a carbon 
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fiber-reinforced material for the frame and an unknown 
type of aluminum alloy for the hinge [39]. Torrealba et 
al., manufactured prosthetic knee joints using aluminum 
plates for the frame, which were arranged to fit the 
internal surface of an ABS cover [64]. Aluminum alloy is 
a frequently utilized material in the production of 
prosthetic knee joints due to its affordability, widespread 
availability, and favorable physical and mechanical 
properties, as noted in numerous prior publications in this 
field, and supported by the findings of the various 
researchers mentioned above. 

II.1.3.    Numerical Analysis and Mechanism 

The mechanical design process relies on three key 
tools: Computer-Aided Design (CAD), Computer-Aided 
Engineering (CAE), and Computer-Aided Manufacturing 
(CAM). These technologies have revolutionized the 
manufacturing process by allowing complex objects to be 
designed and produced quickly. In this section, numerical 
analysis of prosthetic knee structures will be examined, 
including mechanisms and boundary conditions, and 
discuss how these legs must be able to withstand the 
stresses of walking and other activities. To test the 
structural integrity of single-axis prosthetic knees, some 
researchers simulated uniaxial compression loads using 
the finite element method for static analysis. The load 
was applied perpendicularly to the pyramid adapter that 
connects the knee joint (hinge) with the socket, with 
values equal to the amputee's body weight or three times 
that weight with a safety factor, at zero knee angle. The 
sagittal and frontal forces were ignored due to their lower 
magnitude compared to the axial force, and the bottom of 
the frame was fixed. [11], [30], [65]-[67]. Another group 
of researchers analyzed the frame of a mono-centric 
prosthetic knee joint using ANSYS software, conducting 
a static analysis with an axial compression load applied 
perpendicularly to the pyramid adapter. The load was 
tested at various knee angles (0°, 30°, 45°, 60°, 90°, and 
110°), with the bottom of the frame fixed. The 
researchers discovered that the maximum stress occurred 
at a 110° knee joint angle [24]. Lim et al. used actual 
data from Winter's investigation of a male subject 
weighing 56.7 kg to design an active prosthetic knee.  

They applied boundary conditions by subjecting the 
knee joint to compression axial load and moment for 21 
frames, with the greatest force occurring at frame 17.  

They discovered that the ball screw joint was the 
weakest component during their analysis [61]. So far in 
the review, all mechanical design subjects have been 
considered based on published papers, except for 
determining the dimensions of the frame and knee joint. 
None of the papers provide information on how to define 
these dimensions. 

II.2. Design of Control System 

A smart prosthetic knee joint comprises hardware 
components like an actuator, sensors, microcontroller, 

and software for information processing. The hardware 
functions as muscles, nerves, and brain, while software 
controls the prosthesis. The sensors are inputs for the 
controller, and the commands are outputs to the actuator.  

The prosthesis's behavior depends on the sensing 
system and control methods, which can be classified into 
common five methods, including classical, force-based 
control method, adaptive, bioelectrical signal-based 
control methods, and hybrid control methods. There are 
five types of sensors used in prosthetics for efficient 
control of the smart prosthetic knee joint. 

II.2.1.    Sensing System 

Smart prosthetic knee joints use sensory systems to 
detect the user's activities and phases of the gait cycle. 
The sensing system generates data, including kinematic 
and kinetic information, for the controller algorithm to 
process. Prosthetics use five groups of sensors, including 
EMG, inertial, force, fluid pressure, and positioning 
sensors. These sensors are typically combined to match 
the actuator and the applied control. Bioelectrical signals 
from muscles are detected by EMG sensors, which allow 
for predictive control. Surface electrodes are preferred 
over needle electrodes because they are easy to use and 
do not cause pain [68]. EMG sensors have been used in 
various applications such as identifying walking patterns 
on different terrains, controlling active prosthetic knees, 
actuating bionic prosthetic knees, and controlling robotic 
legs for sitting and standing actions [69]-[72]. Inertial 
Measurement Units (IMUs) containing accelerometers, 
gyroscopes, and magnetometers are used as a second 
type of sensor in smart prosthetic knees to provide gait 
cycle data during both stance and swing phases [39], 
[50], [73]-[75]. Force sensors, including load cells and 
Force-Sensitive Resistors (FSR), are used to measure 
variables related to ground reaction force during weight-
bearing, particularly during the stance phase of the gait 
cycle [28], [76]-[78]. Fluid pressure sensors are used on 
the hydraulic cylinder to regulate the knee at a specific 
torque [39]. Finally, positioning sensors, such as 
encoders, are used to measure the motion or location of 
an object relative to a specific reference point, with the 
most straightforward sensor being an encoder for 
measuring the knee angle [28], [79]-[81]. 

II.2.2.    Control Methods 

In designing an embedded system, selecting the 
appropriate microcontroller and software is crucial to 
achieving the desired function of the system. The 
performance of the final system relies heavily on the 
sensors utilized to link the interaction between the 
hardware and software components. Control methods for 
smart prosthetic knee joints can be broadly classified into 
five categories, and finite-state machines are often used 
as a mathematical model in many of these methods. Sup 
et al., used impedance control (force-based control 
method), which enables stable interaction between the 
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knee prosthesis and its environment, where it controls the 
torque at each joint during a stance phase. They used 
finite state machines that have been successfully 
integrated with various types of controllers, mainly 
impedance controllers by classifying the gait cycle into 
four essential finite states [44], while Dabiri et al., 
utilized the finite state machine by segmenting the gait 
cycle into seven modes to control the motion of a 
powered prosthetic knee joint based on the contact of the 
foot with the floor and the sign of the velocity of knee 
flexion, but they did not mention the type of control 
method that used [37]. Kamel et al., utilized the PID 
control algorithm (classical control method) to control 
powered knee prosthesis using a finite-state machine 
dividing the gait cycle into five modes [24]. It should be 
noted that FSMs as a mathematical model compatible 
with various types of controllers, with impedance 
controllers being the most common choice. Merewether 
and Hsieh utilized a position control method during the 
swing phase and an impedance control method (Hybrid 
control method) during the stance phase using a linear 
force-position relationship provided by the series elastic 
actuator [81]. Herr et al., used used-adaptive control 
(adaptive control method) to control the semi-active 
prosthetic knee during the swing phase, and they found 
that controlled maximum swing flexion angle to 
satisfactory biological limits [82]. Lawson et al., 
proposed a hybrid control method that combined 
piecewise-passive impedance-based control and high-
impedance trajectory-tracking control, they noted that 
using this hybrid control method to control powered 
prosthetic knee joint during the terminal stance and 
swing phase, was effective in creating a more natural and 
efficient gait for the amputee subjects [83]. Ekkachai et 
al., developed neural network predicative control (hybrid 
control method) to control of semi-active prosthetic knee 
during the swing phase at different walking speeds, they 
discovered that this approach after optimization using a 
genetic algorithm is better that user-adaptive method and 
can mimic the knee trajectory for the healthy gait [84]. 

Fu et al., proposed a sliding mode trajectory tracking 
control (nonlinear control), which showed good control 
impact and robustness for prosthetic knee during swing 
phase in simulation results [85]. Sharma et al., used a 
hybrid control method that combined fuzzy logic control 
and PID control to analyze the performance of tracking 
control of human gait, they found that FLC-PID control 
method outperform of PID controller [86], also and 
Nordinet al., utilized FLC-PID control method to control 
of MR damper based prosthetic knee [87]. Raheema et 
al., utilized hybrid control method that combines the 
(PID) controller with the Adaptive Neuro-Fuzzy 
Inference System (ANFIS) to control of knee prosthesis, 
they showed that its excellent response and accepted 
stable performance [88]. Kevin et al., used myoelectric 
control method (adaptive control method) where the 
found that this method provide same movement pattern 
as a healthy knee joint [89]. Huang et al., employed 
electromyography signal control (Bioelectrical signal-

based control methods), where this type does not always 
effective in the swing phase of gait, which can lead to 
instability and falls [90]. 

II.2.3.    Microcontroller 

Microcontrollers are programmable devices that play a 
crucial role in controlling and coordinating various 
components of embedded systems, including prosthetic 
devices. It provides advanced control systems and 
artificial intelligence algorithms that enable human-like 
bionic lower limb control, improve walking speed, gait 
symmetry, obstacle negotiation, and reduced stumbles 
and falls compared to non-microcontroller-based 
prosthetic knees. From the above benefits, it lies the 
importance to study and choose the appropriate 
microcontroller used in prosthetic knee joint. Choosing 
the appropriate microcontroller for an intelligent or smart 
prosthetic knee joint depends on several factors, such as 
the number of input/output requirements, memory 
requirements, communication capabilities, and 
processing power. The common microcontrollers that 
used in control design of intelligent prosthetic knee joint; 
Arduino mega 2560, Raspberry Pi, Teensy 4.1, PIC 
microcontroller, STM32, and ESP32. The popularity of 
using these microcontrollers in prosthetic knee joints can 
be attributed to their inclusion of the following features:  
1. Processing power that are equipped with powerful 

processors or processor cores. This processing power 
enables them to handle complex computations and 
execute sophisticated control algorithms required for 
real-time control of prosthetic knee joints; 

2. Memory and storage: These microcontrollers 
typically provide sufficient memory and storage 
capacities, allowing for the storage of control 
algorithms, sensor data, and program variables; 

3. Programmability and flexibility: these 
microcontrollers mentioned above are programmable, 
allowing researchers to write and customize software 
code specific to the control requirements of prosthetic 
knee joints; 

4. I/O Peripherals: microcontrollers offer various 
input/output (I/O) peripherals, including analog-to-
digital converters, digital-to-analog converters, Pulse-
Width Modulation (PWM) outputs, and serial 
communication interfaces. These peripherals enable 
seamless integration with sensors, actuators, and 
communication modules, facilitating sensor data 
acquisition, actuator control, and communication with 
external devices; 

5. Cost-Effectiveness: many of these microcontrollers 
offer a cost-effective solution for prosthetic knee joint 
applications. They provide a balance between 
functionality, performance, and affordability, making 
them accessible for research, prototyping, and 
commercial development purposes; 

6. Community and ecosystem support: the 
microcontrollers mentioned have active developer 
communities, and vast online resources. This support 
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network provides access to libraries, example codes, 
tutorials, and troubleshooting assistance, making the 
development and implementation process smoother 
for prosthetic knee joint control systems. 

Kamel et al., utilized Arduino mega 2560 [24], while 
Al-Maliky et al., used EPOS2 P24/5 microcontroller 
from Maxon [25]. Tran et al., uses (PIC32) 
microcontroller to run the algorithms of the intelligent 
prosthetic leg [91]. AVR Atmel Mega32 microcontroller 
has been utilized to process the data coming from the 
heel strike sensor to control smart prosthetic leg [92] 
whereas Ochoa-Diaz et al., employed a Teensy 3 
microcontroller. All authors in the selected papers did not 
use technologies and communication methods, such as 
Wi-Fi or Bluetooth where these technologies can provide 
advantages such as enabling wireless communication 
between the prosthetic knee joint and external devices or 
systems. For example, Wi-Fi or Bluetooth connectivity 
could be utilized to transmit data between the prosthetic 
knee joint and a mobile application or a computer for 
monitoring, control, or adjustment purposes. 

III. Discussion and Future Perspectives 
III.1. About the Mechanical Design 

of Intelligent Prosthetic Knee Joint  

This section discusses the important factors in the 
mechanical design of computerized knee joints for active 
and semi-active prostheses, including actuator selection, 
material choice, numerical analysis, and mechanism 
design, to meet criteria such as weight, strength, range of 
motion, speed, cost, fatigue life, and quality. Material 
selection plays a crucial role in achieving these criteria, 
including comfort, patient fatigue, and stability.  

However, the weight and cost of a smart prosthetic 
knee joint also depend on the actuator, which should 
have small dimensions to be suitable for above-knee 
amputees worldwide. The type of actuator used 
determines whether the prosthetic knee is active or semi-
active. Powered prostheses using electromechanical 
actuation are common due to their controllability and 
power, but designs must also consider modes such as 
walking on uneven surfaces and stumbling. The 
prosthetic knee joint powered by a Pneumatic Artificial 
Muscle (PAM) exhibits a larger force-to-weight ratio 
than those using motors, and its elastic properties are 
similar to those of biological muscles. However, due to 
the cumbersome size and weight of the air compressor 
required to power the artificial muscles, this technology 
is currently impractical. Therefore, future research should 
focus on improving this aspect. It is also noteworthy that 
the reviewed studies only considered walking on level 
ground, neglecting other modes of walking such as going 
up and down stairs, sitting down, and standing up. 
Hence, future studies should address these limitations. 

Variable damping actuators, especially magneto-
rheological dampers, are a good alternative for semi-
active control, with advantages such as small size, simple 
structure, low power consumption, shorter response 

times, and high damping force or torque range. However, 
the use of magneto-rheological fluid produced by other 
corporations or the manufacturing of new MR fluid with 
lower density should be studied in future works. The 
reviewed scientific papers demonstrate a lack of 
inclusivity for designs that rely on local citizens' height, 
and designs should consider various walking modes to 
restore the capability of above-knee amputees to perform 
their daily activities. 

III.2. About the Control Method of the Intelligent 
Prosthetic Knee Joint 

The review covered a wide range of control strategies, 
such as classical, force-based, adaptive, bioelectrical 
signal-based, and hybrid control techniques. Most 
researchers used the hybrid control method for the design 
control of an intelligent prosthetic knee joint because it 
offered better performance and versatility than single 
control methods.  

Hybrid control methods can achieve specific control 
goals, such as stability, a smooth gait, or less energy use. 
By combining multiple control techniques, the 
nonlinearities and uncertainties in the system dynamics 
can be dealt with.  In upper limb prosthetics, bioelectrical 
signal-based control has been studied a lot for decades, 
but there aren't many papers on EMG-based control 
methods in knee prosthetics. One problem with using 
EMG technology in knee prosthetics is that it is very 
sensitive to sweat and movements of the stump, which 
can make it hard to detect muscle activity for long 
periods of time. EMG signals are affected by electrode 
placement, muscle fatigue, and signal noise.  

This can reduce the control signal's reliability and 
cause prosthetic knee joint control errors, to overcome 
these problems it is important to do studies for improving 
signal processing, improving electrode designs, exploring 
alternative bioelectrical signals like 
electroencephalography (EEG) or electrooculography 
(EOG), and combining bioelectrical signal-based control 
methods with force-based or adaptive control to solve 
these issues. These solutions can boost bioelectrical 
signal-based control methods' performance, reliability, 
and user quality of life. However, the use of EMG-based 
control methods offers user control in a way that is both 
natural and intuitive, which can lead to an overall 
improvement in the user's quality of life. 

IV. Conclusion 
In this review article, a comprehensive overview of 

selected papers, theses, and dissertations on the 
mechanical and control design of computerized 
prosthetic knee joints has been presented.  

The papers were categorized based on their 
mechanical design and control design and then sub-
categorized. Unlike recent review articles, this review 
provides a complete image of smart prosthetic knee 
joints, covering different types of mechanisms, materials 
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used for structures, types of actuators, and control 
methods for both active and semi-active prosthetic knee 
joints. The review includes an overview of all used 
actuators, such as variable damping and powered 
actuators, and numerical analysis and materials used in 
manufacturing. In addition, several scientific papers on 
control methods that provide trajectory tracking and react 
to the amputee's intent were reviewed, which will be 
valuable to researchers in the field and serve as a starting 
point for future work. 
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