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Development of a minimalist conceptual numerical model

for flood forecasting and management under GIS

environment
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ABSTRACT
The floods that Algeria has experienced in recent years are among the most significant natural

disasters recorded by the country. These disasters, whose amplitude and frequency have tended to

become increasingly irregular in space and time, in the current context of global climate change,

encourage us to improve our flood management and forecasting strategies, notably through the

re-evaluation of protection structure capacities, designed on the basis of hydrological data analyzed

by statistical adjustment of past rainfall hazards. The objective of this study is to develop a minimalist

conceptual numerical model for flood forecasting and management under GIS environment for the

north-east region of Algeria. This model was developed by analyzing hydrographic data that can be

adapted to climate data collected in real time, to predict short-term flood hydrographs in all

segments of the hydrographic network, based on the Sokolovsky model for construction of synthetic

hydrographs, combined with the Horton architecture for basin discretization. We obtained accuracy

on past rainfall hazard simulations around 65.2% for peak flow amplitudes and 88.3% for surface

runoff base times. This low-cost simple model opens the way to more possibilities in flood

management, and can be improved through better spatialization and calibration with more field data.
doi: 10.2166/wcc.2020.265

://iwaponline.com/jwcc/article-pdf/11/S1/359/816965/jwc0110359.pdf
Mustapha Rabie Boudani (corresponding author)
Mohamed Mazour
Omar Djoukbala
LHYDENV Laboratory,
Belhadj Bouchaib University Center of Ain
Temouchent,

Ain Temouchent,
Algeria
E-mail: b-musta@hotmail.fr

Hichem Mazighi
Laboratoire Mobilisation et Valorisation des
Ressources en Eau (MVRE),

École Nationale Supérieure d’Hydraulique (ENSH),
Blida,
Algeria
Keywords | Algeria, conceptual rainfall-runoff model, flood forecasting systems, flood management,

flood modelling, geographic information system

INTRODUCTION
The consequences of global warming, already palpable, will

become increasingly noticeable with multiplication and

intensification of floods episodes, heat and drought periods

(IPCC ; Hirabayashi et al. ; Donat et al. ).

From that perspective, it becomes crucial to reconsider a

large part of flood protection structures, since they have

been dimensioned by statistical adjustment of past rainfall

hazard series, which may no longer be representative of

future hazards, given the current climate conditions.

Hence, it is necessary to rethink our flood management

and forecasting methods and strategies.
Thus, in such a future, flood forecasting systems (FFS) will

remain among the most effective means of flood protection. In

addition to allowing flood flows prediction and flood risk areas

with a significant time margin, FFS can simulate many plaus-

ible climatic hazards, while building a robust hydrological

database and thus be a powerful tool in urban development.

These solutions, whether conceptual, empirical, or even

black box, are strictly analytical andwill bemore andmore pre-

cise and accessible given continuous technological progress.

Even if the developed countries, which are mostly wet,

have enough flood forecasting infrastructure, such as the
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USA (USGS –NWIS ), France (ESPADA ), Switzer-

land (FEON – Hydrodaten ), Australia (WaterNSW

), etc., this is not the case in developing countries.

Mostly arid to semi-arid, the latter, in view of their climates,

have not prioritized flood control during their urban devel-

opment and are equally affected by the consequences of

climate change at different scales.

Anticipation and monitoring of the phenomena which

generate floods requires different categories of devices and

tools (CEPRI ), which should be distinguished as:

1. monitoring systems based on the observation of hydrome-

teorological phenomena;

2. monitoring systems based on weather forecasting;

3. monitoring systems based on flood flow forecasting;

4. monitoring systems based on flooding forecasting.

The model developed in this study is in the third

category according to monitoring systems based on flood

flow forecasting. It is a spatialized hydrological model dedi-

cated to the forecasting of river flood flows, by regionalized

calculation of rainfall-runoff transformations. It can thus

only delimit floodplain areas after injecting the predicted

flows into another model dedicated to hydrodynamic flow

simulations.

There are several mathematical models dedicated to the

calculation of flood hydrographs (calculation of the evol-

ution of flows as a function of time resulting from given

rainfall events), commonly known as hydrological models

or rainfall-runoff models. The first so-called global models

were developed in the early 1940s, such as the Sokolovsky

unit hydrograph (Sokolovsky , ; Sokolovsky &

Shiklomanov ), instantaneous unit hydrograph and geo-

morphological instantaneous unit hydrograph (Rodríguez-

Iturbe & Valdés ), unit hydrograph accumulation

method ‘summation of individual direct runoff hydrograph

∑DRHs’ (Chow et al. ) and the S-curve method

(Edson ), etc. These minimalist models, sometimes

empirical, laid the foundations for predictive calculations

of flood assessment and recession flows at the outlet of

basins, based on an average assessment of basins’ character-

istics and the rainfall assumed to be uniformly distributed.

Although offering generally good results, they encountered

some restrictions such as limits of the spatial variability of

flood governing factors (Al-Juaidi et al. ; Tehrany et al.
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), thus reducing considerably their application fields.

These models evolved in the 1970s, with the advent of com-

puter devices, towards concepts of distributed calculations

(more localized), known as contributory zones, such as the

TOPMODEL model (Beven & Kirkby ; Quinn et al.

; Saulnier et al. ) and TOPODYN (Datin ), etc.

At the beginning of the 1990s, with the development of

power computing, Information and Communications Tech-

nology (ICT) and the emergence of geographic information

systems (GIS), river flow forecasts became more accessible,

and of great interest to the scientific community, which led

to the development of several concepts of rainfall-runoff

models, and can be classified into four categories:

• Spatialized hydrological models, such as the MER-

SEDES model (Bouvier ; Bouvier et al. ),

GUHR model (Agirre et al. ), ISBA-TOPMODEL

(Habets & Saulnier ; Vincendon et al. ), etc.

These conceptual models calculate the rainfall-runoff

transformation, based on discretization of catchment

areas into meshes, for which various factors conditioning

the floods can be evaluated separately. These models

require less historical rainfall and runoff data for their

calibration, while offering relevant predictions. Although

adaptable to wide areas, they require quality topographic

data and many factors to be incorporated to condition the

hydrodynamic interactions into various grids.

• Black box hydrological models (Xu et al. ), such as

the antecedent precipitation index (Kohler & Linsley

), regression models (Riggs ), time series models

(Salas ), etc. These empirical models are based on

the analysis of the relations between the inputs (rain)

and the outputs (flow discharge) without seeking to inte-

grate hydrodynamic or conversion phenomena. These

models therefore require a large amount of historical

rainfall and flow data for their calibration and are built

around equations specifically correlated for each basin

or region, which cannot be used for other regions.

• Hydrological reservoir models, such as the hydrological

models of the Génie Rural (Rural Engineering) (Perrin

et al. ) with annual time step GR1A, monthly

GR2M, daily GR4 J, and hourly GR3H. These are empiri-

cal (semi-conceptual) models that assimilate the

hydrological behavior of the watershed to cascading
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reservoirs, where each one is correlated by an empirical

production or routing function, without attempting to

integrate flow physics. These models often require, in

addition to rainfall data, the integration of certain specific

parameters, such as soil moisture status, potential evapo-

transpiration (PET), etc. Although they sometimes offer

better results than those obtained by black box models

(Bouanani et al. ), their limitations are often based

on the determination of their specific parameters.

• Hydrological model type ANN (artificial neural network)

(Karunanithi et al. ; Riad et al. ), such as FA-LM-

ANN (Ngo et al. ), DANN (Banihabib ), ANFIS-

ICA and ANFIS-FA (Bui et al. ), etc. Similar to black

box type hydrological models, the latter require just as

much rainfall and flow data for their calibration. They

are built around a stack of interconnected networks of

nodes called artificial neurons, where each neuron con-

stitutes in itself a switch (a mathematical function with

a result at the output and several variables at the input),

whose settings (calibration of the factors of the variables)

are pre-established with the help of iterative numerical

analyses of the inputs (rainfall) and outputs (flow) of

past hydrological events. These models, which are

among the most accurate, require a relatively large

amount of computing power for their calibrations and

are easily deployable for any region having enough

data. Since one of their main shortcomings is overlearn-

ing (Yamasaki & Ogawa ), they can sometimes

have difficulty calculating extreme events or events sub-

ject to specific conditions that they did not face during

their calibrations.

The objective of this study is to develop a conceptual

numerical model of FFS under an open source GIS environ-

ment, for the north-east study region of Algeria (Seybouse

watershed). This model would make it possible at the same

time to apprehend the directions of the flows, to localize

the floodplains and flood area, calculation of the evolution

of flood flows over the entire hydrographic network from

rainfall and meteorological data collected in real time, identi-

fication of flood risk areas, and the establishment of a geo-

referenced hydrological database in linewith climate change.

To do this, FFS is based on a hydrological simulation

model (rainfall-runoff transformation model), specifically
://iwaponline.com/jwcc/article-pdf/11/S1/359/816965/jwc0110359.pdf
developed with the following aims: to be calibrated by

taking into account the available data and to overcome

some spatial barriers by allowing simulations’ calculation

on any segment of the hydrographic network, without

having to recalibrate all parameters. In contrast to the

above-mentioned models, which are built for calculations

at localized points in the hydrographic network, the latter

require historical data in quantity and quality (rainfall,

hydrometric, soil condition parameters, PETs, etc.) for

their calibration. The significant lack of these data poses a

limitation that is difficult to overcome for the coherent adap-

tation of the above-mentioned models in this study region.

Hence, the choice to move towards the development of a

spatialized hydrological model, mainly requiring quality

topographic data for its functioning, is largely based on

analysis of the hydrographic network, whose segments are

assimilated into the main production and routing vectors

of the flows.
STUDY AREA

The pilot study zone chosen for the development of this

flood forecasting numerical model system is located in the

north-east of Algeria, between 35� and 38� north and 06�

and 09� east (WGS84), and whose central catchment area

is the Seybouse region (Figure 1). This region is character-

ized by a wide topographical range, stretching from the

Saharan Atlas to the Mediterranean Sea via the high pla-

teaus, the Tellian Atlas and the Mediterranean plains, with

heights ranging from 0 to 2,328 m. The climate is Mediterra-

nean with heavy rainfalls in winter and hot summers.

Rainfall can reach 1,600 mm/year in some areas. This

region, on the Algerian–Tunisian border, covers 12 Algerian

wilaya departments, and three Tunisian ones. Analysis of the

digital elevation model (DEM) of the region revealed 756

complete or partial catchment areas (sub-basin) with a

cumulative surface area of 58,676.579 km2, all having

elongated shapes with Gravelius coefficients greater than

1.18 (Gravelius ; Sassolas-Serrayet et al. ), as well

as 113,359 watercourse segments up to order 8 on the Strah-

ler classification (Strahler ), with a cumulative length of

91,992.654 km (Table 1).



Figure 1 | Location of the study area (WGS84 and UTM-Zone32N).
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MATERIALS AND METHODS

Materials used

The materials, data, and parameters used in the develop-

ment of this numerical flood forecasting model are

detailed in Table 2.
Method used

The hydrological model developed in this article for the

implementation of this FFS falls into the category of spatia-

lized hydrological models, with a discretization of the

watersheds not in raster polygons or other, but rather in

watercourse segments of the hydrographic network. Thus,

each segment, delimited by confluence nodes of the
om http://iwaponline.com/jwcc/article-pdf/11/S1/359/816965/jwc0110359.pdf
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hydrographic network according to Strahler’s classification

(Strahler ) is considered as a sub-watershed. As a

result, it is assigned a close partial area (area drained

directly), as well as its own flood conditioning factors, in

relation to their neighboring upstream and downstream seg-

ments. These factors are mainly estimated through analysis

of the various rasters (DEM, slopes, etc.) in the same unit

system, in our case the International System (SI), thus

making more optimized predictive calculations, since it

will be performed from any segment, following the upstream

path of the hydrographic network (Figure 2) by using the fol-

lowing simplified principles and formulas.

Assuming that each one of thewatercourse segments is in

itself a sub-watershed. The latter drain the runoffs from their

own surfaces in a period of time (tR¼ internal runoff time of

the sub-basins) and convey the flows from the segments

upstream in a second period of time (tL¼ flow travel time



Table 1 | Characteristics of the main catchment area of the region (Seybouse catchment

area) calculated from DEM raster analysis

Parameters Unit Values

Area: A km2 6,109.106

Perimeter: P km 733.484

Gravelius compactness index: GC – 2.647

Length–width of the equivalent
rectangle: LRec – WRec

km 349.380–17.486

Shape of the catchment area – Elongated

Maximum–minimum–average
altitude: Hmax – Hmin – Hmean

m 1,579–00 –

706.19

Altitude at 95% – 50% – 05%:
H95% – H50% – H05%

m 122.80–806.47 –

1,048.72

Average slope of the watershed:
S(Watershed)

m/m 0.141

Total length of the hydrographic
network

km 9,223.470

Number of segments of the
hydrographic network

– 12,290

Drainage density: Dd km/km2 1.510

Hydrographic density: Dh km�2 2.012

Length of the main watercourse:
L(Main_watercourse)

km 233.558

Maximum – minimum rating of the
main watercourse

m 1,121.78–00

Average slope of the main
watercourse: S(Main_watercourse)

m/m 0.0048
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along the channels ‘Lag time’) with (tL , tR). Thus, the flow

generated at the outlet of any segment of the watercourse net-

work in response to a given rainfall event is equivalent to the

flow generated by the watershed having the same outlet and

subjected to the same rainfall event, that is to say equal to

the sum of the runoff flows, that flow from the upstream seg-

ments to the outlet one, with phase shifts proportional to the

distances separating them and the flow velocities.

If we ignore the influence of runoff times on the partici-

pative flows’ evolution of each segment, or even the flow

times along the canals on the evolution of flood flows

linked to the phase shift of the participative flows, the theor-

etical flows and volumes run off within each sub-basin

(segment) or watershed can be simplified by Equations (1)

and (2):

Qmax(th) ¼ ku � C � i �A (1)
://iwaponline.com/jwcc/article-pdf/11/S1/359/816965/jwc0110359.pdf
VR(th) ¼
ðtd
0

Qmax(th) � dt ¼ Qmax(th) � td ¼ ku � C � i �A � td (2)

With:

Qmax(th) the theoretical maximum flow discharge in (m3/s);

ku unit conversion factor ku ¼ 1
1000 � 3600

� �
for the

following units (m3/s←mm/h, m2, s);

C weighted runoff coefficient (C≈ 0 à 1) representing the

overall ratio of the runoff fraction to the total precipi-

tation averaged over the basin;

i average rainfall intensity within the basin in (mm/h);

A basin area in (m2);

VR(th) the theoretical volume of runoff in (m3);

td the average duration of precipitation within the basin

in (s).

By taking Equation (1) and integrating the time factors,

which have a considerable influence on the evolution of

flood and recession flows within each sub-basin (stream seg-

ment), the sum of which, as a function of phase shifts, forms

the flood hydrograph at the outlet of the catchment area, we

obtain for each sub-basin or segment one of the following

three curves (hydrological response) as a function of times

(tR : internal runoff time of the sub-basins), (tL : flow travel

time along the channels ‘Lag time’) and (td : duration of the

rainfall event) (see Figures 3 and 4 and Table 3). The

equations of these curves are developed according to the

method established by Sokolovsky around 1950 (Sokolovsky

, ; Khouloud et al. ), which considers the evol-

ution of flood flows through two parabolic equations, one

for the rise of the flood (Equation (3)) and the other for the

decline (Equation (4)).

Flow equation as a function of time for increase of the

flood

Qup(t) ¼ Q max(th)
t
tR

� �x

(3)

Flow equation as a function of time for decrease of the

flood

Qdown(t) ¼ Q max
δtR � t
δtR

� �y
(4)



Table 2 | Description of the material and data used

Requirements Parameters Uses and applications Sources

Topographic raster data
(35 to 38N; 06 to
09E)

Digital elevation model 1″ arc
30 m at the equator DEM30
(ASTER GDEM 2 -October
2011)

Used for the delimitation of the
hydrographic network, the
watersheds and some of their
characteristics, after analysis via
SAGA-GIS

United States Geological Survey
(https://earthexplorer.usgs.gov);
ASTER GDEM is a product of
METI and NASA

Vector land use data
(35 to 38N; 06 to
09E)

Strategic infrastructure, roads,
bridges, schools, hospitals,
etc. (2019)

Used to assess vulnerability and
exposure to flood risk

Open Street Map (https://www.
openstreetmap.org)

Rain gauge, rainfall and
hydrometric data
(Seybouse watershed)

7 rain gauge stations, 2 rainfall
stations and 4 hydrometric
stations (August 1914–
February 2014)

Used to calibrate the flood forecast
model (simulation of past events
using rainfall/rain gauge data and
comparison of results with
hydrometric data)

Agence Nationale des Ressources
en Eau d’Algérie (ANRH)
(Algerian National Water
Resources Agency)

GIS software QGIS 3.xxx (GNU General
Public License)

Cross-platform GIS software used for
the administration, management and
display of geographic databases

Quantum GIS
(https://www.qgis.org)

GIS analysis software SAGA GIS 7.xx (Free GPL
license)

Cross-platform GIS software used for
raster data analysis (DEM)

System for Automated Geoscientific
Analyses (http://www.saga-gis.
org)

Programming language Python 3.6.xx With libraries:
Numpy; Matplotlib;
Openpyxl; PyAutoGUI
(Open source license)

Interpreted object programming
language, multi-paradigm and
multiplatform used for database
processing, flood hydrograph
prediction calculations and displays
(simulations part)

Python (https://www.python.org),
Python Libraries
(https://pypi.org)

A spreadsheet and
SQLite database
manager

LibreOffice (Free MPL
license), DB Browser for
SQLite (Open source
license)

For reading, manipulating and saving
data in Excel and SQLite� 3 format
that can be read and modified under
QGIS and Python

LibreOffice (https://www.
libreoffice.org), DB Browser for
SQLite
(https://sqlitebrowser.org)
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With a curves power of [x¼ 2; y¼ 3], a shape coefficient

(δ) depending on the time (tR) and (td) according to Table 3

and a recession time equal to (δtR).

Between these two periods of flood increase and

decrease, expressed by the two parabolic Equations (3)

and (4), there may be an intermediate period when the

flow stabilizes by aligning with the theoretical maximum

flow (Qmax(th)) in cases where (td> tR) (Equation (5)).

Equation of the intermediate peak flow rate in cases

where (td> tR)

Qpeak(t) ¼ Q max ¼ Q max(th) (5)

We thus obtain the following typical hydrological curves

or responses, summarized in Figure 4 and Table 3.
om http://iwaponline.com/jwcc/article-pdf/11/S1/359/816965/jwc0110359.pdf

4

Thus, in the three cases, we obtain a total runoff volume

(VR) for each segment, equal to the theoretical runoff

volume (VR(th)) according to Equations (6)–(12) in accord-

ance with the principle of mass conservation (continuity

equation).

As a result, the flood hydrograph obtained at the level of

a given segment, in response to any rainfall event, is the pro-

duct of the curves (hydrological response) of all the

segments that constitute its upstream hydrographic network,

with phase shifts or latency times proportional to the flow

times along the channels (tL ‘Lag time’) see (Figure 5).

The development of this FFS was based on the stated

model in four distinct steps:
1. Creating geo-referenced databases (mainly vectorial in

Shapefile and SQLite), whose main core was developed

https://earthexplorer.usgs.gov
https://earthexplorer.usgs.gov
https://www.openstreetmap.org
https://www.openstreetmap.org
https://www.openstreetmap.org
https://www.qgis.org
https://www.qgis.org
http://www.saga-gis.org
http://www.saga-gis.org
http://www.saga-gis.org
https://www.python.org
https://www.python.org
https://pypi.org
https://pypi.org
https://www.libreoffice.org
https://www.libreoffice.org
https://www.libreoffice.org
https://sqlitebrowser.org
https://sqlitebrowser.org


Figure 2 | Summary of FFS and rainfall-runoff model operations.
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Figure 3 | Representation of river segments of the hydrographic network in sub-basins, with flow times in the canals (lag time) and internal runoff times of the sub-basins

[(tL¼ t(1)) , (tR¼ t(1)þ t(2))].

Figure 4 | Representation of the typical curves of the flow discharges produced by each segment (hydrological response) as a function of times (td), rainfall duration, and (tR) runoff time:

{(a) td¼ tR¼ (tLþ t(2)) e.g. td¼ tR¼ 1:00}; {(b) td< tR¼ (tLþ t(2)) e.g. td¼ 0:30< tR¼ 1:00}; {(c) td> tR¼ (tLþ t(2)) e.g. td¼ 2:00> tR¼ 1:00}.
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from the analysis of the DEM of the region (Table 2) via

the SAGA-GIS software ‘notably the Fill Sinks XXL

(Wang & Liu) and Basic Terrain Analysis modules’.

2. Writing analysis and enrichment codes for vector data-

bases (in Python 3.6) from the datasets obtained by the

DEM analysis.

3. Writing codes that are used for predictive calculations of

simulations (in Python 3.6) according to the formulas

stated above.
om http://iwaponline.com/jwcc/article-pdf/11/S1/359/816965/jwc0110359.pdf
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4. Calibrating the model by adapting the codes, physical and

hydrological characteristics introduced into the

databases.

We can also add a fifth step concerning the exploitation

of the model and its correction in the long term – as a

dynamic model easily updated.

The parameters composing the equations previously

seen, namely: the area (A), the runoff coefficient (C), the



Table 3 | Equations of the flow discharges produced by each segment (hydrological response) as a function of times (td) rainfall duration, and (tR) runoff time

Case (a): td¼ tR¼ (tLþ t(2)) and Case (b): td< tR¼ (tLþ t(2)) Case (c): td> tR¼ (tLþ t(2))

Case (a) and (b): td� tR, 2-stroke curve (increasing¼> decreasing) Case (c): td> tR, 3-stroke curve
(increasing¼> stable¼> decreasing)

Qmax ¼ Qup (td) ¼ Q max(th)
td
tR

� �2

� Q max(th) Qmax ¼ Qup(tR) ¼ Qmax(th) (6a, 6b)

δ ¼ 12t2R � 4t2d
3tRtd

� 8
3

δ ¼ 8
3

(7a, 7b)

VR ¼ VR(up) þ VR(down) VR ¼ VR(up) þ VR(peak) þ VR(down) (8a, 8b)

VR(up) ¼
Ðtd
0
Qup(t) � dt ¼ Qmax(th) �

t3d
3t2R VR(up) ¼

ðtR
0

Qup(t) � dt

¼ Qmax(th) �
tR
3

(9a, 9b)

/

VR(peak) ¼
ðtd�tR

0

Qpeak(t) � dt

¼ Qmax (th) � (td � tR)
(10)

VR(down) ¼
ðδtR
0

Qdown(t) � dt ¼ Qmax � δtR4

¼ Q max(th) � td � 1� t2d
3t2R

 !
VR(down) ¼

ðδtR
0

Qdown(t) � dt

¼ Qmax(th) �
2tR
3

(11a, 11b)

VR ¼ Q max(th) � td �
t2d
3t2R

þ 1� t2d
3t2R

 !
¼ Q max(th) � td ¼ VR(th)

VR ¼ Q max(th) �
tR
3
þ td � tR þ 2tR

3

� �

¼ Q max(th) � td ¼ VR(th)

(12a, 12b)
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runoff and travel times (tR) and (tL), can be estimated via

algorithms, for each segment (sub-basin), according to the

methodology below, in order to enable the predictions of

hydrographs of floods resulting from rainfall hazards

whose intensity and duration parameters (i) and (td) are

transmitted in real time.

Calculation of drained areas (A)

The model developed for this FFS considers each segment of

the river system (delimited between two upstream/down-

stream confluence nodes) as a sub-watershed, draining its

own surface area (A) and carrying flows from the rivers

upstream, so each segment is also considered as the outlet

of a watershed composed of the upstream segments con-

nected to it.
://iwaponline.com/jwcc/article-pdf/11/S1/359/816965/jwc0110359.pdf
Thus, it is necessary to start by calculating the areas

directly drained by each segment (A), to arrive at the calcu-

lation of the flows passing through each of it, by adding up

the runoffs from the areas upstream, in the Strahler order

(Strahler ) from the highest to the lowest, following

the opposite path of the hydrographic network. Knowing

that the segments whose Strahler order is equal to one

have a watershed area equal to their directly drained area

(A), we can thus obtain the entire watershed areas of each

segment of watercourse.

For this purpose, two difficulties had to be overcome:

the first concerned the estimation of the areas (A) attached

to each of the segments, which is hampered by the difficulty

of delimiting the parcels whose runoff flows directly toward

the canals; the latter can be delimited by the water separ-

ation lines and thus linked to the quality of DEM data.



Figure 5 | Illustrative example of the application of the model used for the construction of the flood hydrograph at the outlet of a watershed based on the hydrological responses of the

three sub-basins that compose it (three segments that compose its hydrographic network) as well as the flow times along the canals (lag time).
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The second concerns the difficulty to rank these segments

(sub-basins), namely, which set of sub-basins carry the flow

to each segment in order to form with this one a basin of

which the last one is an outlet, given the significant

number of segments in the study area (113,359 segments).

The analysis of the hydrographic network dataset and its

attribute table, generated through the analysis of the region’s

DEM by the SAGA GIS software, allowed us to solve these

two difficulties. In particular, through two important obser-

vations, the first is that the hydrographic network of the

concerned region is fairly well distributed in space within

each of the watersheds and with a Strahler order of up to

eight, the second is that despite the absence of segment

ordering in the attribute table according to any hydrological
om http://iwaponline.com/jwcc/article-pdf/11/S1/359/816965/jwc0110359.pdf
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reasoning, the latter is rather well provided. It provides us

with information on the basin to which each segment

belongs, on the Strahler order of the latter, and the system

of downstream upstream nodes (A and B) provides us with

information on the connections between the segments.

Thus, starting from the observation of the good distri-

bution of the hydrographic network in space, within each

catchment area, we were able to estimate approximately the

areas directly drained by each segment, based on the assump-

tion that the latter are proportional to the segments’ lengths

and the surface of the catchment area to which they belong,

and this, in line with the principle issued by Horton, which

states that the average length of a surface runoff is, in most

cases, equal to half of the average distance between channels



369 M. R. Boudani et al. | Development of a numerical model for flood forecasting under GIS environment Journal of Water and Climate Change | 11.S1 | 2020

Downloaded from http
by guest
on 10 July 2024
of rivers and is therefore approximately equal to the half of the

drainage density inverse (Horton , ). That is, we

have supposed that each linear meter of the hydrographic

network within a given watershed drains a partial area

equal to the area of the concerned watershed divided by the

sum of the lengths of the entire hydrographic network of this

one.

Starting from the information provided by the attribute

table of the hydrographic network, mainly nodes (A and

B) and Strahler orders, we were able to estimate approxi-

mately the overall areas drained by each segment, using

Python scripts, which allow us to do the hierarchy of the seg-

ments (sub-basins), as well as their dynamic mappings on a

spreadsheet used for the cumulative travel times (tL ‘Lag

time’).
Figure 6 | Discretization of watersheds (example of watershed No. 1).

://iwaponline.com/jwcc/article-pdf/11/S1/359/816965/jwc0110359.pdf
As an example, we take the case of watershed No. 1

(Figure 6 and Table 4) in our study region.

Where:
• BASIN_ID and SEGMENT_ID: Corresponds to the ID

of the attribute table of the watershed and segment data

(distinctive names)

• NODE_A and NODE_B: Corresponds to the number of

the start (upstream) and end (downstream) nodes of each

segment

• BASIN: Corresponds to the number of the watershed

(BASIN_ID) to which each segment belongs

• ORDER: Corresponds to Strahler’s order of each seg-

ment, ‘Any watercourse without a tributary is assigned

an order value equal to one. Similarly, each section



Table 4 | Example of the estimation of the areas directly drained (AREA_SEG) and globally drained (AREA_SEG_WS) by each segment within the catchment area No. 1

Table of attributes of
the watersheds
(e.g., Watershed No. 1) Table of attributes of the hydrographic network (e.g., Watershed No. 1) Calculated values

BASIN_ID AREA_WS SEGMENT_ID NODE_A NODE_B BASIN ORDER LENGTH AREA_SEG AREA_SEG_WS

1 2,915,555.955 470 567 556 1 1 321.0508508 160,926.1819 160,926.1819

… … 552 651 556 1 1 223.9398498 112,249.4611 112,249.4611

… … 201 279 65 1 1 830.1689358 416,120.7385 416,120.7385

… … 29 78 50 1 1 188.0672342 94,268.37479 94,268.37479

… … 250 347 65 1 2 1,801.278946 902,887.946 2,164,868.305

… … 17 65 50 1 2 274.6713893 137,678.5573 2,718,667.601

… … 328 412 347 1 1 244.9535415 122,782.5376 122,782.5376

… … 450 556 347 1 2 1,727.731025 866,022.1782 1,139,197.821

… … 7 50 1 1 2 204.7288478 102,619.9797 2,915,555.955

… … … … … … … … … …

WS A(WS) SEG WS L(SEG) A(SEG) A(SEG_WS)

∑ L(SEG)¼ 5,816.59
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resulting from the confluence of two other orders (n) and

(nþ 1)’

• LENGTH: Corresponds to the length of each stream

segment

• AREA_WS: Corresponds to the area in (m2) of each

watershed (Field calculated on QGIS)

• AREA_SEG: Corresponds to the area in (m2) directly

drained by each stream segment, estimated approxi-

mately via Equations (13) and (14):

A(SEG) ← (WS¼i ; SEG¼j) ¼
A(WS) ← (WS¼i)P
L(SEG) ← (WS¼i)

� L(SEG) ← (SEG¼j)

¼ D�1
d � L(SEG) ← (SEG¼j) (13)

With Dd ¼
P

L
A

� �
equal to the drainage density of the

catchment area; (14)

• AREA_SEG_WS: Corresponds to the total area drained

by each river segment in m2, estimated approximately

by successive additions of (A(SEG)) following the hierar-

chy of segments, established by a Python script working

via the information (NODE, BASIN, ORDER) of each

segment.
om http://iwaponline.com/jwcc/article-pdf/11/S1/359/816965/jwc0110359.pdf
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Estimation of runoff coefficients (C)

The runoff coefficient (C) is the ratio between the quantity

of water runoff and the quantity of water precipitated at

the outlet of the surface considered. It depends on the phys-

ical characteristics of the surface: its porosity, permeability,

slope, etc., but also on its moisture content (degree of satur-

ation) and green cover. It is thus within this same surface

dynamic so not static, it can vary in time, even during the

same rainfall event; however, and for practical reasons,

the literature in the hydrological field tends, as in this

model, to assign it a fixed value in order to simplify the cal-

culations of rainfall-runoff transformations as much as

possible.

In the case of this study, the runoff coefficients were

weighted for each catchment area (C(WS)), but also for

each segment (C(SEG)), according to several criteria,

namely, the nature of the soils, the areas and shapes of the

basins or sub-basins (assimilated to the segments), their aver-

age slopes, the rainfall intensities, and the green cover.

Each segment was assigned an instantaneous runoff

coefficient weighted value, Equation (15), equal to the pro-

duct of factors resulting from the above-mentioned criteria.

The values of these factors, summarized in Table A1

(Annex 1) can be easily modified according to seasonal
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changes or special evolution that may be included:

C ¼ CNS � CA&GC � CAS � CARI � CVC (15)

For a precipitation intensity (i� 15 mm/h) preponder-

ant in the study area, we obtained the following results

(Figure 7).

Approximation of runoff and lag times (tR) and (tL)

There are several formulas used for the calculation of con-

centration times (tC) of watersheds, also called response

times, however none of them are universally accepted.

They are generally chosen according to the parameters for

which they have been developed or for which they provide

consistent results, which may be the size of the basins,

their relief, the predominant climates, and the types of
Figure 7 | Runoff coefficients (C ) applied to sub-basins (segments of the hydrographic netwo

://iwaponline.com/jwcc/article-pdf/11/S1/359/816965/jwc0110359.pdf
development included (urbanized, bare, wooded, etc.). The

difference in results obtained between these formulas for

the same river basin can sometimes reach 500% (Grimaldi

et al. ), hence the importance of being well documented

before deciding on such a parameter, which remains one of

the most difficult to estimate. In our case and according to

the characteristics of the study region, we have opted for

the following formulas (Table 5) according to their fields

of application.

The numerical application of Equations (16)–(19), with

the addition of a wetting time (t(2)¼ 10 min) over the 756

watersheds in the study area (Figure 8), showed us how

important is the difference between the concentration

times obtained by each formula for each watershed. We

also noted a spectral distribution of concentration times as

a function of the watersheds’ surface areas. Equations devel-

oped for small basins (such as Kirpich ) tend to
rk) for preponderant precipitation intensities (i� 15 mm/h).



Table 5 | Equations used to estimate watershed concentration times in the study area

Name Scope of application Equation

Kirpich () 0:4 � 104 � A � 81 � 104 (m2) 0:03 � S � 0:12
m
m

� �
tC ¼ 1:1683 � L

0:77

S0:385
(16)

Pasini () / tC ¼ 0:3888 �
ffiffiffiffiffiffiffiffiffiffiffi
A � L3

p
ffiffiffi
S

p (17)

Johnstone & Cross () 64 � 106 � A � 4200 � 106 (m2) tC ¼ 61:8162 �
ffiffiffiffi
L
S

r
(18)

Giandotti () 170 � 106 � A � 70000 � 106 (m2) tC ¼ 2:25 � 8
ffiffiffiffi
A

p
þ 3Lffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Hmean �Hmin
p (19)

With: tC¼ concentration time in (s); A¼ the catchment area in (m2); L¼ the length of the main watercourse in (m); S¼ the average slope of the catchment area in (m/m); Hmean, Hmin¼
respectively, the average and minimum heights of the catchment area in (m).

Figure 8 | Distribution of concentration times (tC) as a function of the watershed areas of the study region, calculated using the Kirpich, Pasini, Johnstone & Cross, and Giandotti equations

(on logarithmic scales).
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underestimate the concentration times of large basins, and

those developed for large basins (such as Johnstone &

Cross  and Giandotti ) tend to overestimate the con-

centration times of small basins.

However, these formulas remain inapplicable to the seg-

ment scale (according to our discretization) for the simple

reason that the various factors of these formulas (basin

areas, average lengths and slopes of the main watercourses,
om http://iwaponline.com/jwcc/article-pdf/11/S1/359/816965/jwc0110359.pdf
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etc.) are subjected to rational power exponents, which in

this discretization case (if we were to apply them to each

segment) their sum cannot be equivalent (e.g.,

L ¼P l ! Lx ≠
P

(lx)). It is in this way that we opted for

the velocity method, Equation (20), for calculating the aver-

age flow times along each segment (tL ‘lag time’), and the

same for an optimal estimation, we compared the results

obtained, namely, the sum of the average flow times along
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the segments composing the main watercourses of each of

the watersheds, with the concentration times of the latter,

obtained by the previous conventional formulas (Table 5

and Figure 8).

tL ¼ L
vmean

(20)

With: tL¼ t(1) (Figure 3)¼ the travel time of the water flow

in each segment ‘lag time’ in (s); L¼ the length of the seg-

ment in (m); vmean¼ the average flow velocity along each

segment in (m/s).

Since the lengths of the river segments remain known,

the travel times (lag time) of the latter are therefore linked

to the appreciation of the average flow velocities along the

channels (segments). These velocities, which generally

vary over time as a function of water supply and space as

a function of the variability of cross-sectional areas and

slopes of rivers, can only be accurately calculated through

hydrodynamic flow simulation models known as mechanis-

tic models, such as those based on the Barré de Saint-

Venant equations (Barré de Saint-Venant ; Saleh et al.

), which are based on physical principles describing

non-permanent, one-dimensional, free surface flows. These

models are used for the study of the real movements of a

fluid flowing along variable sections, require DEMs with

better resolution, and a relatively large capacity of compu-

tation for the numerical equations’ resolution.

Therefore, due to the difficulty of obtaining such a DEM

for large areas and in a desire to simplify the model and opti-

mize calculations, we will consider the flow within each

watercourse segment as a uniform and permanent flow,

the geometric characteristics are constant along the path

of the flow segment: the slope will therefore be considered

fixed and equal to the average slope of the concerned seg-

ment and the cross section will be considered constant

along the segment with variability from one segment to

another related to its classification according to the Strahler

order. This will result in average flow velocities that vary

only from one segment to another, which can be calculated

using the Manning–Strickler Equations (21) and (22).

vmean ¼ ku

n
� R2=3

h � S1=2 ¼ ks � R2=3
h � S1=2 (21)

Rh ¼ Af

Pf
(22)
://iwaponline.com/jwcc/article-pdf/11/S1/359/816965/jwc0110359.pdf
With: vmean¼ the average flow velocity in (m/s); n¼ the

Gauckler–Manning coefficient in (s/m1/3); ku¼ the unit

conversion factor (ku¼ 1 for SI units); ks¼ the Strickler

coefficient in (m1/3/s); Rh¼ hydraulic radius in (m); S¼
slope of the hydraulic line or linear hydraulic pressure

drop (S¼ dh/L) identical to the slope of the channel bed

when the water depths are constant in (m/m), e.g., in case

of permanent uniform flow; Af¼ the area of the wetted sec-

tion in (m2); Pf¼ the length of the wetted perimeter in (m).

Thus, the approximate estimate of the average flow vel-

ocities of each segment therefore depends on: of the average

slopes of the rivers extracted from the DEMs, the average

values of the Strickler coefficients depending on the proper-

ties of the roughness of the river beds, averaged in the case

of this study to (ks¼ 30 m⅓/s) ‘Rivers with meandering and

vegetation/rectilinear rivers’ and finally, at the cross-sec-

tions of the flow (wet sections) assimilated in our case to

parabolas Equations (23) and (24) whose mean dimensions

(B¼ flow top width and h¼water depth) are proportional

to the Strahler orders of the segments according to the

Equations (25) and (26) segments developed analytically

for the hydrographic network of the study region

(Figure A1, Annex 2) and this, by successive approximation

of the flow times in the main rivers in relation to the concen-

tration time of the watersheds to which they belong.

Af ¼
2
3
Bh (23)

Pf ¼ Bþ 8
3
h2

B
(24)

B ¼ 1:8 � (OStr þ 1) � (log10(OStr þ 1)) (25)

h ¼ 0:4 � (OStr þ 1) � (log10(OStr þ 1)) (26)

With: B¼ flow top width in (m); h¼water depth in (m);

OStr¼ Strahler order of the segment; Af¼ the area of the

wetted section in (m2); Pf¼ the length of the wetted per-

imeter in (m).

The numerical application of Equations (23)–(26) on

Equations (22), (21), and (20) generates Equations

(27)–(29), used to estimate the average flow velocities

along the channels (segments), as well as the hydraulic

travel times of each of them, visible in Figures 9 and 10,



Figure 9 | Average flow velocities along the canals (segments of the hydrographic network).
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representing the spatial distribution of the flow rates per seg-

ment, and an isochronous representation of the segments

according to the flow times to the outlet of the watersheds.

Rh ¼ 2B2h
3B2 þ 8h2 ¼ 324 � (OStr þ 1) � (log10(OStr þ 1))

1:375 � 103 (27)

vmean ¼ ks � S1=2 � 324 � (OStr þ 1) � (log10(OStr þ 1))

1:375 � 103
� �2

3 (28)

tL ¼ L

ks � S1=2 � 324 � (OStr þ 1) � (log10(OStr þ 1))

1:375 � 103
� �2

3

(29)

With: The assumed uniform permanent flow per seg-

ment; Rh¼ hydraulic radius in (m); B¼ flow top width in

(m); h¼water depth in (m); OStr¼ Strahler order of the

segment; vmean¼ the average flow velocity per segment in
om http://iwaponline.com/jwcc/article-pdf/11/S1/359/816965/jwc0110359.pdf

4

(m/s); ks¼ the Strickler coefficient in (m1/3/s); S¼ the

slope of the hydraulic line or the linear hydraulic pressure

drop (S¼ dh/L) taken equal to the slope of the channel

bed in (m/m).
Rain hazard parameters: intensity (i) and duration (td)

These two parameters are supposedly transmitted in real

time from the various field stations (rain gauges, radars,

etc.) or from weather forecasts directly to the rainfall data-

bases of the Flood Monitoring Center. With the

development of ICTs in Algeria in recent years, this should

no longer pose a problem for the years to come.

Rainfall hazard data intensity (i) and duration (td) will

thus be collected in real time, from the various geo-refer-

enced stations or meteorological forecasts, and then

interpolated into space according to longitude and latitude



Figure 10 | Average flow times between the start of runoff from each segment of the hydrographic network and the outlets of the watersheds in (h) ‘isochronous representation of the

hydrographic network from the flow times to the outlets’.
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via Python scripts in order to obtain the average intensities

(i) and durations (td) of the weighted rainfall at the level of

each segment, in order to enable the launch of predictive

calculations.
Model calibration by approximation of parameters (C) and
(tL)

The model is calibrated in two parts: the first part consists of

comparing the deviations of the parameters (C) and (tL) of

the segments, with those of the basins to which they

belong, in order to get an idea on the concordance of the

expected results according to this discretization system

(per segment), with those expected by applying classical

empirical formulas at the scale of the watersheds.

The comparison of parameter (C), the runoff coeffi-

cients, calculated according to Table A1 (Annex 1) for the
://iwaponline.com/jwcc/article-pdf/11/S1/359/816965/jwc0110359.pdf
watersheds and segments, was done as follows: (Equation

(30), Figure 11):

CWatershed(k) ¼¼ 1
AWatershed(k)

�
X

i∈[[Watershed(k) ]]

CSegment(i) �ASegment(i)

(30)

With: C¼ the runoff coefficient (Annex 1); A¼ the drained

area in (m2).

The average difference obtained between the runoff

coefficients of the catchment basins and the weighting of

the runoff coefficients of the segments by catchment basin

is �0.0186 or �4.496% for all the catchment basins and is

þ0.015 or þ4.248% for the Seybouse catchment basin.

This visible error in the graphs in Figure 11 may be due

to the fact that the average slopes of the catchment areas



Figure 11 | Comparison of watershed runoff coefficients with segment runoff coefficients’ weights by watersheds (Annex 1).
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remain greater than the average slopes of the rivers that

run through them, and thus, by including the slope factor

(S) into the estimation of the runoff coefficient (C), we

obtained values slightly lower on the segments than the

basins, but this difference can be easily corrected because

of the accessibility of the parameters (entered on a SQLite

database).

The comparison of the parameter (tL ‘Lag time’), the

travel times along the channels for each segment, calculated

according to the velocity equations’ method (Equations

(20)–(29)), was made with the concentration times of the

watersheds calculated according to Table 5, as follows:

(Equation (31), Figure 12):

tC{Watershed(k)} ¼¼
X

i∈[[Main Watercourse{Watershed(k)}]]

tL{Segment(i)}

(31)

With: tC¼ the watersheds concentration time in (s)

(Table 5); tL¼ the travel time of the water flow in each seg-

ment in (s) Equation (20).

The average of the absolute values of the differences

obtained between the travel times of the flows along the

main rivers and the concentration times of the catchment

basins is 23 min 9 s or 20.74% for all the catchment
om http://iwaponline.com/jwcc/article-pdf/11/S1/359/816965/jwc0110359.pdf
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basins, and is þ3 h 33 min 17 s or þ11.307% for the

Seybouse catchment.

This clear difference in the graphs (Figure 12) is prob-

ably due, in part, to the differences between the average

slope of the watersheds and that of the main watercourse

that flow through them, given the importance of the slope

factor (S) in estimating concentration times (tC) and travel

times (tL ‘Lag time’), although this difference is more diffi-

cult to correct but still feasible (using a script written in

Python and specifically developed during this study).

The second part of the model calibration must be done

as it is used, by comparing the segments’ flows of the main

river toward the hydrometric stations, with the amplitudes

and hourly phase shifts of the rainfall/flow discharge

peaks recorded at the rainfall and hydrometric stations,

respectively, in order to approximate the parameters (tL)

and (C) as closely as possible.
RESULTS

The reliability of the flood forecasting system developed in

this study depends on verifying the performance of its hydro-

logical model. This verification was carried out in two

stages. The first consisted of comparing the results of



Figure 12 | Comparison of watershed concentration times obtained via the empirical formulas (Table 5 and Figure 8) with the concentration times obtained using the velocity method

(flow times along the main watercourses of the watersheds) Equations (20)–(29).
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rainfall-runoff transformation simulations of past rainfall

events with the hydrometric records of the same dates.

The use of historical data from the Seybouse watershed

was employed due to the lack, until today, of modern cli-

mate infrastructure (with real-time transmission) in the

study area. The second step was to compare these results

with those obtained by the hydrological simulation tool

HEC-HMS, developed by the US Army Corps of Engineers

and considered as a standard for hydrological simulations.

It has several mathematical models adapted to various

environments. In the case of this study, the results were

compared with the SCS curve number model for production

and the Muskingum model for routing.

Thus, ten simulations were carried out on various rain-

fall events, which took place between 1974 and 1978

(years when the two dams in the catchment area Oued
://iwaponline.com/jwcc/article-pdf/11/S1/359/816965/jwc0110359.pdf
Charef and Bouhamdane were not yet built) and on two

river segments equipped with hydrometric stations, the

first one downstream of the catchment area and the

second one halfway along its main river. The limited

number of these simulated events has been imposed on us,

on the one hand, by the fact that they must result from rain-

fall hazards sufficiently isolated in time to minimize

interference and, on the other hand, by the fact of the

weak instrumentation over the catchment area whose

most of the data available dates from 1973 to 1981. In

fact, of the 13 stations in the catchment area for which we

have data, four are hydrometric stations (measuring river

flows with variable time steps, generally 1 hour), two are

rainfall stations (measuring rainfall intensities with variable

time steps, generally 30 minutes) and seven are rain gauge

stations (measuring rainfall with daily time steps), with an



Figure 13 | Comparison of past rainfall hazard simulations results with records from hydrometric station No. 140601 (downstream of the watershed).
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Figure 14 | Comparison of past rainfall hazard simulations results with records from hydrometric station No. 140301 (midway down the main watercourse).
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average density of one station per 469.93 km2, all with alter-

nating and very often unsynchronized periods of operation.

In order to provide consistent results, these hydrological

models require rainfall data (at narrow time steps, ideally

30 minutes to 2 hours), with a good spatial distribution. In

order to avoid distorting the results by introducing erro-

neous entries, we limited ourselves in this case study to

these ten simulations, whose rainfall, rain gauge, and hydro-

metric data are chronologically intertwined.

The results obtained by the developed model (Figures 13

and 14) gave us mean errors in relation to the hydrometric

records of the most relevant parameters, around: 34.8%

for the amplitudes of the peak flows’ discharge, 38% for

the flood volumes, and 11.7% for the base times of surface

runoff (Table 6). By way of comparison, the HEC-HMS pro-

gram gave us error averages for these same parameters,

practically of the same order, such as 31.3% for amplitudes

of the peak flow discharge, 46.69% for flood volumes, and

17.45% for base times of surface runoff (Table 6).

Comparison of the performance of the model developed

in this study with those already proven of the HEC-HMS

program (Figure 15) gives us an idea of the relevance of

the expected results for future simulations. Thus, the instru-

mentation of the catchment basins, with modern devices

transmitting climate data in real time, would allow, once

networked with the simulation calculation unit, to achieve
Table 6 | Average of the errors obtained between the simulation results and the measuremen

Stations

Average of absolute values of errors in %
on Station No. 140601 (downstream of
the catchment area)

Average
on Stat
main w

Parameters Developed model HEC-HMS Develop

Maximum flood flows 13.01% 26.40% 56.59%
(± 20.70 m3/s) (± 103.27 m3/s) (± 54.

Flood volumes 40.02% 41.84% 36.02%
(± 1.73 ·
107 m3)

(± 2.44 ·
107 m3)

(± 4.2
106

Flood rise time 14.88% 36.29% 55.76%
(± 4.92 h) (± 10.97 h) (± 4.2

Flood-recession time 16.33% 91.27% 24.83%
(± 4.03 h) (± 16.67 h) (± 5.2

Flood discharge
duration

12.71% 10.28% 10.66%
(± 7.17 h) (± 5.69 h) (± 4.3

om http://iwaponline.com/jwcc/article-pdf/11/S1/359/816965/jwc0110359.pdf
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a flood forecasting and management system of the same

order of relevance.

In results of the comparison of the models the devel-

oped model and the HEC-HMS ‘SCS curve number and

Muskingum’ reference models (Figures 13–15) show a

better correlation of the flood flows calculated by the

HEC-HMS models with the records of hydrometric station

No. 140601 downstream of the catchment area (R2¼
0.733; NSC¼ 0.688) and less for the flood flows of the

model developed in this study (R2¼ 0.651; NSC¼ 0.548).

However, with regard to the most relevant parameters for

an FFS, namely, the amplitudes of peak flows, flood volumes

and base times of surface runoff, the results obtained by the

model developed in this study remain more accurate than

those obtained by HEC-HMS. However, the results obtained

with the two models used are more consistent for the station

downstream of the watershed, compared to the station

midway along the main watercourse.

It should also be noted that the commonly used hydro-

logical models, such as HEC-HMS, do not offer the main

advantage of the model developed in this study, that is, to

know the possibility of instantaneous prediction of flood

flow discharges for all segments making up the hydro-

graphic network, thus providing more localized predictions.

Hence, the linking of the climate data collected in real

time, with the hydrological model developed in this study,
ts taken by hydrometric stations in the field

of absolute values of errors in %
ion No. 140301 (midway down the
atercourse)

Average of absolute values of errors in %
on both stations

ed model HEC-HMS Developed model HEC-HMS

36.11% 34.80% 31.25%
67 m3/s) (± 54.87 m3/s) (± 37.69 m3/s) (± 79.07 m3/s)

51.54% 38.02% 46.69%
2 ·
m3)

(± 7.63 ·
106 m3)

(± 1.08 ·
107 m3)

(± 1.60 ·
107 m3)

117.70% 35.32% 76.99%
5 h) (± 13.28 h) (± 4.58 h) (± 12.13 h)

73.76% 20.58% 82.52%
2 h) (± 7.86 h) (± 4.63 h) (± 12.26 h)

24.61% 11.69% 17.45%
6 h) (± 8.97 h) (± 5.76 h) (± 7.33 h)



Figure 15 | Comparison of the prediction results established by the developed model and the HEC-HMS simulation tool with the measurements of hydrometric station No. 140601.
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would enable the almost instantaneous prediction of flood

flows recorded at any segment of the hydrographic network.

The automated cross-referencing on GIS of the predicted

flows with the known hydraulic capacities of the various

streams, bridges, evacuation, protection works, etc. will

highlight the supposedly flood-prone segments, with a suffi-

cient time margin for any preventive interventions.
DISCUSSION

Comparison of the model developed in this study with those

of the HEC-HMS hydrological program highlights the fact

that in both, the accuracies obtained are below those desired,

despite the different concepts of the models and the par-

ameters they use. This indicates that the plausible causes of
://iwaponline.com/jwcc/article-pdf/11/S1/359/816965/jwc0110359.pdf
these precision defects probably come from the main vari-

ables introduced in both cases, namely, the rainfall hazard

variables, whose spatial distribution remained insufficient.

From the ten simulations performed, we obtained accu-

racies in the order of 65.2% for peak flow amplitudes and

88.3% for surface runoff base times, with trends for the

main parameters (peak flows, flood volumes, and base

time) slightly downward for the station downstream of the

watershed and strongly upward for the station midway

along the main watercourse. These trends may be due in

part to the influence of certain hydrological phenomena

which are not taken into account by this model, which

focuses exclusively on surface runoff, such as subsurface

(hypodermic) or deep (groundwater) flows, which can sig-

nificantly influence these parameters, by impacting surface

runoff by infiltration and outcropping of precipitated
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waters, respectively, upstream and downstream of the water-

sheds along the depths of aquifers (Ala-aho et al. ).

Among other things, a spatial distribution of flood flow dis-

charges has been observed that is not always in phase with

the hydrometric station records. This is probably due to the

use of rain gauge station records because of lack of data for

which the time steps are insufficient to obtain good precision.

These precisions remain, of course, much more illustra-

tive than descriptive of the model, because the model is

nothing more or less than a minimalist calculator of river

flows, calculating in predefined time steps the accumulation

of surface runoff of the segments of a hydrographic network

according to their phase shifts. These accuracies can, there-

fore, be improved when the various factors conditioning the

runoff assigned to each of the segments of concerned net-

work are configured, just as they can be reduced to the

point of judging the model to be too simplistic to be descrip-

tive of the complexity of hydrological responses in the

watershed. In either case, we would need more qualitative

and quantitative measurements of precipitation (rainfall

data) and stream flows (hydrometric recording) and more

simulations to support our hypotheses.
PROSPECTS FOR DEVELOPMENT AND USE

Although this model provides consistent and fairly realistic

results, it is still minimalist and indicates many gaps that

could be the subject of future research, including:

• The lack of management of the variability of soil infiltra-

tion capacities according to their moisture conditions,

which plays an important role in the dynamics of the

watershed from one hazard to another (Ruggenthaler

et al. ). This variability was simplified in this model

by static runoff coefficients, induced to overestimate the

runoff flows on dry land and thus to overestimate the

flows and flood volumes generated following dry periods

when the soil is more permeable.

• Similarly, the lack of support for the variability of flow vel-

ocities as a function of fluctuations in stream flow rates

and wet sections, as well as seasonal changes in green

cover. Simplified in this model by static flow velocities

per segment (velocity method) for estimating response
om http://iwaponline.com/jwcc/article-pdf/11/S1/359/816965/jwc0110359.pdf
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times, sometimes leads to errors in the evaluation of the

last one (U.S. Department of Agriculture and Natural

Resources Conservation Service ). If this problem

can be overcome, by incorporating a hydrodynamic flow

model using Saint-Venant’s equations or others, this

would require more data (mainly those of the soils of the

hydrographic network: detailed topographies, channel

roughness, vegetation, etc.), which would considerably

increase the number of parameters and the volume of cal-

culations required for each simulation.

• The lack of management of the hydrological mechanisms

responsible for the so-called deep water table flows (Kirch-

ner ; Guérin et al. ) and subsurface flows known

as hypodermic flows (Freeze ) induce errors that can

occur in various ways, such as: excess flow or flows dis-

connected from rainy hazards or from other watersheds,

flowing through aquifers that flow to the surface as is

the case for low water flows, or rapid discharges of

flows that match rainfall hazards due to the piston effect

that can occur under some conditions in subsurface flows.

• The simplification of the areas’ calculations drained by

each segment according to our discretization of the water-

sheds into segments (Horton architecture) generates

errors that can be more or less important according to

the homogeneity of the distribution of the hydrographic

network within the same watershed, thus we will have

overestimations of these areas in some regions with high

hydrographic density and underestimations for those

with low hydrographic density. These errors rarely

exceed 20% in the case of this study, and can be greatly lim-

ited, by first fragmenting the large catchment areas into

several basins, of which Strahler’s order of the hydro-

graphic network does not exceed six.

• The automation of predictive calculations following the

flow through the hydrographic network makes it difficult

but not impossible to integrate the mechanisms of flood

spreading, which can occur along the water paths, whether

due to natural obstacles (topographical depressions, lakes,

etc.) or artificial ones (dams, dikes, etc.).

• Finally, it should be noted that this model as it is pre-

sented only handles floods due to rain hazards, but

there are other types of floods around the world, such

as those due to snowmelt caused by rising temperatures,

which can be studied differently.
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In return for these shortcomings, this model has a

number of advantages, which make it a major tool in flood

forecasting and management, mainly in emerging countries,

low-income watershed agencies, or small communities

wishing to protect themselves against floods. Among these

advantages are:

• Consistent and realistic predictions that can be improved as

usage progresses by customizing the calculation factors.

• Rapid deployment in any watershed.

• A very advantageous deployment and administration cost

(almost zero).

• Requiring few human resources for either deployment or

day-to-day management.

• Requiring few parameters (intensity and duration of pre-

cipitation) and little computing power to operate, all with

open source tools that can run on desktop computers

under any mainstream OS.

• Fast execution of prediction calculations that can be per-

formed on any segment of the hydrographic network

(stable model with almost instantaneous results).

• Simple model, easily accessible and editable at will,

whether for parameters or code, allowing the calibration

and customization as it is used.
CONCLUSION

Flood events’ management is based in part on anticipating

and predicting phenomena that may generate floods with

or without flooding. A study conducted in the United

States in 2002 by the National Hydrologic Warning Council

(NHWC ) revealed that anticipating these phenomena

by even 1 hour, in the case of flash floods generally occur-

ring in small hilly or highly reactive catchment areas,

would reduce the damage that could be caused by effective

and appropriate intervention by at least 10%. This reduction

can reach 35% in the case of slow floods that generally

occur in large catchment areas or those with low reactivity,

according to the United Nations Office for Disaster Risk

Reduction (Pilon ).

The completion and deployment of this model at the scale

of the Seybouse pilot region (north-east Algeria) required the

implementation of three disciplines, which will be increasingly
://iwaponline.com/jwcc/article-pdf/11/S1/359/816965/jwc0110359.pdf
linked: hydrology, geographic information systems, and data

sciences. Working together with the aim of approaching a

technically complex problem: the forecasting of flood flows

on the scale of a hydrographic network, in a procedural

manner, first by discretizing the catchment areas into

meshes, in the case of this study according to the segments

composing their hydrographic network, then by integrating

analytically the flow parameters, like the factors of an artificial

neural network, to finally predict the flood hydrographs result-

ing from the sum of the flow discharge contributions of each

segment of said hydrographic network.

The deployment of such a flood management and fore-

casting model would make it possible to anticipate peak

flows and flood volumes with very low cost for any segment

of the hydrographic network, ranging from a few hours in the

case of the use of real-time rainfall data to a few days in the

case of the use of weather forecast data, with accuracies

that tend to decrease in proportion to the forecast times.

This would make it possible, among other things, to monitor

and anticipate the flood risk at sensitive points in the hydro-

graphic network (various structures, bridges, urban areas,

industrial zones, etc.) and to limit plausible damage as far

as possible by adapting a crisis management plan (traffic

plan, access road for interventions, evacuation zone, etc.).

This minimalist conceptual model therefore remains

one of the possible solutions to be deployed for flood man-

agement and forecasting, attractive due to its cost and

simplicity. However, it still needs to be further improved,

in particular by incorporating mechanisms governing some

hydrological phenomena such as subsurface and deep

flows or by automating the variability of soil infiltration

and runoff capacities according to the moisture conditions.
SUPPLEMENTARY MATERIAL

The Supplementary Material for this paper is available

online at https://dx.doi.org/10.2166/wcc.2020.265.
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