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لم اليهه ث رهه قة ق طيههم بيهه  لبههم  م   مههي لهه امخت الايهه ة ،هه  ل   هه  الط هه  ت  يشهه ع  هه 

وأصهه ا الهه ا ص ا صههأظ    أزههع أاهه م لا اهه ت لهه ا ال اهه ا ال هه قمج لتههع   هه وم  وق  ل هه  ت 
الصظ  م وا   ص   ليت ام   الم الت ن ن وال ش خع والتض ص  ، قضًه   اهعي ت وأله  م دع هعة   ه  

 .وصظّ ع الت اقالفت  ص والطشّ  يت 
القانون واالااءن و" وانألاً   لت ل ا ال ا ع الط ب قع  د ص ل ا الك  ب ال ط    الط ل ث اه       

لي طههع ن  ههم لههت ال هه زايت وان هه  يطييت الط  طههيت ا ل كشهه ظ أاةهه   لهه   ال هه ل ة   "الاصاااعن  
  الك ه ب إله   تهعيم و ا يل انةك ل       ه  الطظ  له ت الت ن نيهم والات ،يهم  لا يًه  و وليًه ج يبهة

قؤخهم اه ل م   طهع اهيت انلههر الظ  خهم والعقاله ت ال أميميهم  ،هه  لا ولهم لؤد اهم  هت  بهه ؤ ت 
 :لا قخم لت  ميل

    يههي يطكههت ل تهه ن ن أن   ا هها ال أهه قات ال تظيههم  ون أن يفتههع دهه ل   ،هه  زط يههم الاتهه 
 والا خ ت؟

 عاث أن طههم الهه ا ص ا صههأظ    لهه  لهه  ال اههعي ت انولا،يههم وال ظ يطيههم ال هه   اي لهه  الهه  
 ،  التض ص والإ اقة؟

  وأم  وق يطكههت أن   ه ههت ال شهه خة ت ال اظيههم والعوليههم ،هه  ضهه   لهه   ال تظيهه ت وضههط ن
 ال  عال   اط  ي عث الإنب ن والط  طع؟

إن ل ا الةطل لير ل ى لمظم أول  ،  لب ق ال اث ،  له ا الاتهل الط  هع   وله    ه ة لف  زهم 
 ع التهه اق  لهه كط ا الظتهه ت  وال فكيهه  ،هه  وضههع لي لهه ت و شهه خة ت  هه امن اههيت ل  هه زايت وصههظ

 .ل أ   ت ا ا ك ق ولت ضي ت زط يم الإنب ن

أاك  دطيع الطؤلفيت ال  ت ل لط ا ،  إن  م ل ا الك  ب      د هعلم و  ط هم وز صه م       
 ع    هههه    هههه  الإرهههه اص الطة ،هههه   وأ طظهههه  أن ي ههههع التهههه ق  ،هههه  صههههفا  ت لهههه  يةهههه م و يههههت وخبهههه 

 .ال ش اظ لب تمل الةلا م ايت الت ن ن وال ا ص ا صأظ   
وأ.د.حيةو بدواللايفو:والمشرف العام                                                                      



 مقدمة 

أصبح الذكاء الاصطناعي أداة أساسية  ييي الر يل الثيلتط لرطيلأدل ااداء اليياحلأحيأ احيط أ يا  
إمكاحة   ثلحل كمةيا  خيةم  ميل النةاحيا  الياحلأحةي  فويكل ييلأ كأ مميا كيان  ايرالق ييي الايا   

يهيلأ  ايا ف ييي  ايلدل عملةيا   أساعا  أو أ يام ميل الرميل الحيلوك ميل لنيل المثيامحل والبياا حل
البثييط الييياحلأحي واسييرةلاا الاييلأا   اليليياصة  والن ييلأب لا  ال ييل  فاليليية  المطلوايي أ ممييا 
ا إلييم مرللأمييا  وا ةيي   كمييا  اييرةلم   اييمح للمثييامي أو الياخييي فا ةييال لييلا ا  أس ييل دليي  واسييرنادا

 ثلحييل ماييا ا  موييا ه   فرييا ااحةميي  الذكةيي  يلأا ممةييا  مرطييلأ ة للرننييض  نريياص  اليلييا اأ عنييل
ييل مييل  يحييةف يييلب الندييا  أو ال وييل يييي  يييل دعييلأ أ  صييل   يحهييا أاكييام سييافي أ و ييلأ مييا  يمكف

 .ودااعل ااطلاف يي ا ةال للا ا  لاحلأحة  اسرلا ةدة 
سمييا  اييا ف الييذكاء الاصييطناعي يييي مدييالا  صييةاي  الريييلأد و ثلحييل المةيياطل الياحلأحةيي أ احييط 

د ة علم إحواء عيلأد لاحلأحة  فويكل لليي  نياءا عليم مرطةيا  وتةاحيا  فا ت  ناك أدوا  مريلم  لا
تيليلها المارةلمأ كأسماء ااطلافأ ملأخلأع الريلأ الملةأ والالرزاما  المربادل   لا  ير يل  يذ  
اادوا  علم إحراا حملألا  يلحيلكأ  يل  ييلأم  رثلحيل الدلأاحيا الياحلأحةي  للرييل والريلا   ريل    أو 

ا إليم الرويلدرا  الايا د  وأيليل المما سيا  المرريا ف علحهياأ مميا  يليل ميل  نلأد إخا ة  اسر نادا
 .اارمال وجلأد ثالا  لاحلأحة  لل  يارال لااياا

إخاي  إلم للكأ  رةح  ذ  ااحةم  إمكاحة   ثلحل المةاطل المل بط  فالريلأدأ كاارميال اخيي ل 
و  رييا ب فرييا الوييلول مييل اليييلأاححل فالالرزامييا أ أو وجييلأد  نييلأد يحييل مرلأامحيي   ييحل ااطييلافأ أ

المثلة  واللولة    ذا  ااعل الولكا  والمثامحل علم ا ةال ليلا ا  مننةي  عليم مرطةيا  د،ةيي أ 
ا كنحيلدلأ ياصي  ييي  سما  يالفع ميل عملةي  الر ياوب والريللح  اليياحلأحي للرييلأدأ وديلأيل ولرايا وجهيلا

 .لريلأد فوكل دو ك المضساا  الري  ررامل مل علد كنحل مل الا  ا،ةا  وا



يا ييي المديال اليلياصي ميل يي ل  إخاي ا إليم ميا سين أ ييلن اليذكاء الاصيطناعي تلريا دو اا مهما
أحةميي  لكةيي   ياييرةلم كمايياعلا   ينةيي  لليليياةأ ياصيي  يييي  يحييةف طييلوف اخيييلاا الموييلول أو 

ةاحيييا   ررميييل  يييذ  ااحةمييي  عليييم  ثلحيييل   أاارميييالا  إعيييادة ا  جيييا  الدلدمييي  ميييل لنيييل المرهميييحل
واسييير   ويييمل الايييدل الدنييياصيأ سيييللأك الميييرهف داييييل المضساييي  الريا ةييي أ الةيييلوف الاجرما ةييي  
والالر يياد  أ وحريياص  ايربييا ا  ح ايية  وسييللأكة أ لريييل ف  يييلتلا  كمةيي  اييلأل مييل  يطييلأ ة اخيييلاا 

 .أو اارمالة  الرجلا 
يلحهييا  ييلأيل أداة  ثلحلةيي  و يييف أن  ييذ  ااحةميي  لا  رةييذ اليييلا  النهيياصي ولا  ثييلف مثييل الياخيييأ 

د،ةيييي   ايييهف ييييي  رزديييز الملأخيييلأ ة  والا اييياق ييييي اااكيييامأ و يليييل ميييل الريييأثحلا  الراط ةييي  أو 
الريلتلا  الوة ة  الري لل  ضثل يي اليلا  اليلاصي  كما  يارةلم يي فريا ااحةمي  اليلياصة  

لجرلوحةي  أو إعيادة الرأ حيل  لرثلتل مارلأ  الريلأت  المناسا أو  لأصية   ريلا حل  لتلي  كالملا،بي  اخ
يحييل أن  ييذا الرلأجيي  ت حييل  ثييل ا  لاحلأحةيي  وأي ،ةيي   ررليي  فمييل  الاعرميياد علييم الةلأا ممةييا أ 

 .وخلو ة خمان الو ا ة  وعلم الرثحفز يي النلمدةا  المررملة
ومييل جهيي  أيييل أ  ييلأ   ةهييل  طنةيييا   لمةيي   يييلم اسروييا ا  لاحلأحةيي  فاييةط  للمييلأاطنحلأ ممييا 

ي  رزدز اللأصلأل إلم الرلالي   و ييف كيل  يذ  المزا ياأ  ةيل اسيرةلام اليذكاء الاصيطناعي  اهف ي
يييا  ةميييا تررلييي  فالة لأصييية أ  ييييي اليييياحلأن فثاجييي  إليييم  نةيييةف دلحييي  تلاعيييي ااي ،ةيييا أ ي لأصا

 .والو ا ة أ وماضولة  اليلا ا  الري  رةذ فمااعلة  ذ  الرينة 
ا وجلةايياأ وعلةيي أ  يمكييل اليييلأل إنف دو  الييذكاء الاصييط ناعي يييي المدييال الييياحلأحي لييل أصييبح واخييثا

يليف  ريل اسيرةلام  . ل وأال أ يلم مةيا ل الرثيلأل الللميي اليذك  ويهل  المهيل الياحلأحةي  واليلياصة 
 يييذ  الرينةيييا  اكيييلاا عليييم الييينةف المريلمييي  أو المكا يييا الجنيييل أ  يييل فيييا  ترلأسيييل  يييل ددةاا لةويييمل 

ملالي  البثيط والرثلحيلأ أو ييي ملالي  ا ةيال الييلا   مةرلف مارلأدا  الرميل اليياحلأحيأ سيلأاء ييي
 .والاسروا ا  الياحلأحة 
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 ملخص:

يدهم الذكاء الاصطشاعي والتقشية الرقسية في تعزيز أداء السحاكم من خلال تدريع الإجراءات       
القزائية، وتحدين جهدة الأحكام عبر تحميل البيانات القانهنية، وإدارة القزايا إلكترونيًا، والتشبؤ بشتائج 

هر تحديات قانهنية أبرزها غياب الذفافية في القزايا بسا يدعم الكفاءة والعدالة. ومع ذلك، يثير هذا التط
الخهارزميات، وخطر التحيز في البيانات، ومخاوف انتهاك الخرهصية، فزلًا عن إشكالية تحديد 
السدؤولية القانهنية عشد الخطأ. كسا تبرز الحاجة لزسانات تزسن السحاكسة العادلة، وألا يحل الذكاء 

 ن أداة داعسة تخزع لمرقابة والتقشين.الاصطشاعي محل القاضي البذري، بل يكه 

 : الذكاء الاصطشاعي، القزاء، العدالة، السحاكسة العادلة.الكلمات المفتاحية

Abstract : 

        Artificial intelligence and digital technologies play a significant role in enhancing 

the efficiency of courts by accelerating judicial procedures, improving the quality of 

rulings through legal data analysis, managing cases electronically, and 

predictingoutcomes to support fair and consistent decisions. However, this 

advancementraiseslegal challenges, notably the lack of transparency in algorithms, the 

risk of bias in data, concerns over privacy violations, and the 

ambiguitysurroundinglegalliability in case of errors. Therefore, it is essential to 

ensureproceduralsafeguards that uphold the right to a fair trial, with AI serving as a 

supportivetool under judicial oversightratherthanreplacing the human judge. 

Keywords : Artificial intelligence, judiciary, justice, fair trial. 
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Introduction: 

      In recent decades, the world has witnessed a radical transformation in justice 

systems, driven by the rapid technological developments that have affected various 

sectors of the state, foremost among them the judicial institution. Digital technologies, 

particularly Artificial Intelligence (AI), have come to play an increasing role in 

improving court performance by automating certain procedures, providing analytical 

support to judges, and enhancing transparency while reducing litigation time. 

However, this transformation—despite its advantages—poses highly complex legal 

and ethical challenges, especially concerning the guarantees of a fair trial, judicial 

independence, and the rights of the parties. 

In this context, a central problem arises:To what extent does the use of artificial 

intelligence contribute to enhancing court performance without undermining the 

guarantees of a fair trial and the rights of litigants? 

This main issue branches into several key questions, most notably: 

What are the actual contributions of digital technologies in improving the efficiency 

and quality of the judiciary? 

What are the major legal and technical challenges associated with integrating artificial 

intelligence into judicial work? 

How can the use of artificial intelligence be reconciled with the fundamental principles 

of a fair trial? 

The importance of this study lies in the novelty and timeliness of the topic, given the 

increasing reliance of some judicial systems—such as the French and Chinese 

systems—on artificial intelligence technologies, which calls for an in-depth legal study 

based on comparative and critical analysis. As for the adopted methodology, it is a 

comparative analytical method based on modern doctrinal and judicial sources. 

Accordingly, we will address the topic according to the following outline: 

First Section: Aspects of Artificial Intelligence’s Contribution to Enhancing 

Court Performance 

Second Section: Legal Challenges and Fair Trial Guarantees in the Age of 

Artificial Intelligence 

2. Aspects of Artificial Intelligence’s Contribution to Enhancing Court 

Performance 
     Courts in a number of countries have taken actual steps toward integrating artificial 

intelligence tools into their daily operations, leading to tangible improvements in 

procedural speed and judgment quality. This is manifested through two main elements: 

simplifying and accelerating procedures, and developing judicial efficiency. 

2.1. Simplifying and Accelerating Judicial Procedures: 
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    The simplification and acceleration of judicial procedures could only be achieved 

through the employment of artificial intelligence in automating judicial processes, 

which led to faster resolution of disputes and reduction of judicial backlog. This can be 

discussed as follows: 

2.1.1.Employing Artificial Intelligence to Automate Judicial Procedures: 

    The use of artificial intelligence technologies has simplified many administrative 

and judicial procedures within courts, particularly through intelligent systems 

dedicated to case registration, session management, and file routing to the relevant 

departments. For instance, Estonian courts have implemented an intelligent system 

known as the ―robot judge,‖ tasked with adjudicating simple civil disputes, such as 

commercial conflicts not exceeding the value of €7,000, allowing judges to focus on 

larger, more complex cases
1
. 

This automation is an important factor in reducing bureaucracy and expediting case 

registration and session scheduling, which leads to improved quality of judicial 

services offered to the public. 

2.1.2.Accelerating Dispute Resolution and Reducing Judicial Backlog: 

     Artificial intelligence also contributes to speeding up case resolution through its 

ability to analyze massive volumes of documents and data in record time
2
. In China, 

for example, the ―Internet Court‖ in Hangzhou developed an intelligent system used to 

filter lawsuits, analyze their content, and suggest possible legal pathways for resolving 

the dispute, resulting in a reduction in litigation duration by more than 30%
3
. 

Thus, the adoption of artificial intelligence not only helps shorten litigation time but 

also addresses the judicial backlog from which many judicial systems suffer
4
. 

2.2.Developing the Efficiency and Quality of Judicial Work: 

     The influence of artificial intelligence on judicial work has contributed to 

enhancing its quality—whether through assistance in analyzing precedents and 

generating automated memos, or by ensuring consistency in case law and the overall 

quality of judicial work. This will be addressed in the following points
5
: 

2.2.1.Assistance in Analyzing Legal Precedents and Generating Automated 

Memos: 
     One of the most important uses of artificial intelligence is its ability to analyze 

thousands of prior judgments and court decisions, enabling judges to quickly access 

relevant precedents and thereby reinforcing the principle of judicial consistency and 

stability. Some countries, such as France, have developed legal analysis platforms that 

use advanced algorithms to recommend the most suitable precedents based on relevant 

facts and legal texts
6
. 



4 
 

 

In addition, some systems employ intelligent language models to draft judgment 

templates or judicial memos, which reduces administrative workload and saves time, 

allowing judges to focus on the legal analysis. 

2.2.2. Ensuring Consistency in Case Law and Quality of Judicial Decisions: 
      Through artificial intelligence technologies, the state can help reduce the 

significant disparities in judgments of similar cases, especially in the absence of 

codified legal systems
7
, as seen in Anglo-Saxon legal traditions. Algorithms allow for 

case comparisons and provide recommendations based on previous rulings, thereby 

enhancing legal security and ensuring equality among litigants
8
. 

However, human intervention remains necessary to verify the accuracy of data and to 

exercise legal reasoning, thus preserving the human nature of the judiciary
9
. 

3. Legal Challenges and Fair Trial Guarantees in the Age of Artificial 

Intelligence: 
     Despite the major advantages that artificial intelligence offers in improving judicial 

performance, its integration into court operations raises legal and technical issues that 

affect the very essence of justice and its fundamental principles. This presents a dual 

challenge: first, to address the legal and technical challenges associated with the use of 

artificial intelligence, and second, to ensure and respect fair trial guarantees in all their 

dimensions
10

. 

3.1. Legal and Technical Challenges in Integrating Artificial Intelligence into the 

Judiciary: 
     There is no doubt that one of the most prominent legal and technical challenges 

when integrating artificial intelligence into the judiciary is the emergence of legal 

responsibility in the event of errors made by AI systems
11

. We will address this first, 

followed by the technical challenges related to data and algorithm reliability. 

3.1.1. Ambiguity of Legal Responsibility in the Event of Errors from Artificial 

Intelligence Systems: 

      The issue of determining legal responsibility for errors resulting from artificial 

intelligence systems in the judiciary is one of the main problems raised. If a judicial 

ruling is issued based on a recommendation or incorrect analysis from an intelligent 

system, who bears the responsibility: the judge who used the system? The developer of 

the software? Or the judicial system as a whole
12

? 

This ambiguity reflects the lack of precise legislative regulation of this technology, 

which may undermine the principle of legal certainty. Some legal scholars have 

pointed out the need to establish a special liability regime for ―intelligent systems,‖ 

taking into account the uniqueness of artificial intelligence as an independent source of 

decisions
13

. 
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3.1.2 to Data and Algorithm Reliability: 

     Artificial intelligence systems rely on algorithms that operate by analyzing massive 

databases. However, the lack of comprehensiveness or accuracy in these data may lead 

to biases or systematic errors. It has been proven that some systems in the United 

States exhibited racial bias due to reliance on unbalanced historical criminal data
14

. 

Moreover, the transparency of these algorithms remains limited, as their design is 

often considered intellectual property protected by producing companies, which makes 

them difficult to legally monitor or challenge their outcomes. This issue undermines 

the principle of openness and the right to a fair trial
15

. 

3.2. Fair Trial Guarantees in the Context of Digital Justice: 

     Fair trial guarantees constitute one of the most essential elements that must be 

preserved in the context of digital justice, as they form the foundation of the rule of 

law
16

. Accordingly, we will first address the preservation of judicial independence and 

neutrality, then the guarantees of the right to defense, public hearings, and adversarial 

proceedings. 

3.2.1.Preserving the Principle of Judicial Independence and Neutrality: 

     There is concern that excessive reliance on artificial intelligence may negatively 

impact judicial independence, turning the judge into a mere executor of algorithmic 

recommendations. Although the goal of using artificial intelligence is to support, not 

replace, the judge, the absence of clear standards distinguishing the roles of the judge 

and the system may lead to a form of ―automated justice‖
17

. 

    This highlights the importance of affirming that artificial intelligence cannot replace 

the human legal mind, which alone is capable of understanding the social and cultural 

circumstances of cases and assessing justice in its human dimension—beyond 

programming logic and repetition
18

. 

3.2.2. Guaranteeing the Right to Defense, Public Hearings, and Adversarial 

Proceedings: 
     Among the fundamental principles of a fair trial are the right to defense, publicity, 

and confrontation between parties. However, some applications of digital justice—

such as remote trials or automated verdict delivery—may weaken these guarantees if 

not framed by clear legal safeguards
19

. 

In some digital experiences, the procedure was limited to submitting written 

memoranda without allowing parties to plead orally or discuss evidence—considered a 

violation of the right to confrontation
20

. 

Additionally, the use of intelligent systems to analyze litigants’ personalities or predict 

recidivism raises concerns about privacy violations and the use of tools not subject to 

judicial challenge, which necessitates reviewing procedural legislation. 



6 
 

4. Conclusion: 

     In the end, it becomes clear that the integration of digital technology and artificial 

intelligence into the justice system represents a qualitative transformation in the 

procedural structure of judicial work, one that can elevate levels of efficiency, speed, 

and transparency. However, this transformation is not without fundamental legal 

challenges, particularly concerning the guarantees of a fair trial, the legitimacy of 

technology-supported decisions, and the liability of technical actors in cases of harm to 

rights. Therefore, the coming phase requires the establishment of a precise legal and 

ethical framework to regulate the use of artificial intelligence in the judiciary and 

ensure its compatibility with constitutional principles, foremost among them the 

independence of the judiciary and litigants’ right to a fair trial before a natural judge. 

Findings: 

 Artificial intelligence has contributed to simplifying judicial procedures and 

accelerating case resolution. 

 It enhanced judicial effectiveness through advanced analytical tools and 

achieved a degree of consistency in rulings. 

 It revealed several serious legal challenges, most notably the ambiguity of 

liability and the limits of transparency. 

 Its applications raised profound questions about the extent to which fair trial 

guarantees and judicial independence are respected. 

Recommendations: 

 Enact clear legislation to regulate the use of artificial intelligence in the judicial 

system and define responsibilities. 

 Strengthen transparency and judicial oversight of the algorithms used. 

 Preserve the judge's role as a decisive element in the judicial process. 

 Ensure the fundamental guarantees of a fair trial, regardless of the technical 

form of the procedures. 
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Abstract :  

The growing integration of autonomous systems—robots and AI—into 

society raises complex legal questions, particularly regarding their potential 

involvement in acts that would be criminal if committed by humans. This 

article examines the challenges of applying criminal law to non-human 

agents lacking consciousness and intent. It explores emerging legal 

frameworks, theories of culpability, and the limits of traditional concepts 

like actus reus, mens rea, and legal personhood. The discussion includes 

comparative legal perspectives and scholarly views, emphasizing the urgent 

need to develop clear legal standards. Such efforts are vital not only for 

justice and public order but also for encouraging responsible innovation in 

AI and robotics. 

 

Keywords: Criminal; Responsibility; Robots; Jurisprudential; Analysis. 
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1. Introduction 

The inexorable integration of sophisticated autonomous systems, 

colloquially termed robots and artificial intelligence (AI), into the fabric of 

contemporary society presents a jurisprudential crucible of unprecedented 

complexity.
1
 As these non-human agents increasingly undertake tasks 

traditionally performed by humans, exhibiting varying degrees of autonomy 

and decision-making capabilities, the specter of their involvement in 

conduct that would, if perpetrated by a human, constitute a criminal 

offense, looms large. This article endeavors to dissect the multifaceted legal 

conundrum surrounding the criminal responsibility of robots. It navigates 

the nascent and often ambiguous legal frameworks, explores prevailing 

theoretical paradigms for the attribution of culpability, and scrutinizes the 

profound challenges inherent in transposing established doctrines of 

criminal law onto entities devoid of human consciousness and volition.
2
 

The inquiry is not merely academic; it strikes at the heart of fundamental 

legal principles, demanding a rigorous examination of concepts such as 

actus reus, mens rea, legal personhood, and the very purpose of criminal 

sanctions in an era increasingly shaped by artificial agency.
3
 The ensuing 

discourse will traverse comparative legal perspectives, engage with seminal 

scholarly opinions, and contemplate the trajectory of legal evolution 

required to address the accountability lacunae potentially engendered by the 

proliferation of advanced autonomous systems. The imperative to delineate 

clear and coherent legal responses is paramount, not only to ensure justice 

and maintain public order but also to foster responsible innovation within 

the burgeoning fields of robotics and artificial intelligence.
4
 

2. Current Legal Landscape 

The current legal firmament offers a fragmented and largely 

underdeveloped response to the question of criminal responsibility for 

harms occasioned by autonomous robotic systems. Across various 

jurisdictions, including the United States, the United Kingdom, and the 

broader European Union, a conspicuous absence of bespoke legislative 

instruments directly addressing the criminal culpability of robots as 

autonomous agents prevails.
5
 Instead, existing legal frameworks, primarily 

rooted in principles of product liability, tort law, and traditional criminal 
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law doctrines centered on human agency, are often invoked, albeit with 

considerable conceptual strain and practical limitations. 

 

In the United States, for instance, the approach is characterized by a 

patchwork of federal and state laws. While no federal statute explicitly 

criminalizes the actions of a robot per se, the actions of individuals who 

design, manufacture, program, or deploy such systems can fall under the 

purview of existing criminal codes if intent or criminal negligence can be 

established.
6
 Regulatory bodies like the National Highway Traffic Safety 

Administration (NHTSA) are increasingly grappling with the implications 

of autonomous vehicles, but their focus remains predominantly on safety 

standards and civil liability rather than direct criminal liability of the 

autonomous system itself.
7
 Case law involving automated systems, though 

sparse in the criminal context, tends to trace responsibility back to human 

actors, underscoring the entrenched anthropocentric bias of the legal 

system. 

 

The European Union, while demonstrating a more proactive stance 

in contemplating the legal ramifications of artificial intelligence through 

initiatives such as the proposed AI Act, has primarily concentrated on risk-

based regulation, ethical guidelines, and civil liability regimes for AI-

induced harm.
8
 The European Parliament has, in resolutions, broached the 

long-term possibility of creating a specific legal status for sophisticated 

autonomous robots, sometimes referred to as "electronic persons," but this 

remains a highly contentious and futuristic proposition, far from concrete 

legislative enactment in the criminal sphere.
9
 National laws within EU 

member states similarly lack specific provisions for robot criminality, 

relying on established principles that invariably seek a human locus of 

responsibility. 

 

The United Kingdom mirrors this trend, with its legal system 

predicated on common law principles that necessitate a human perpetrator 

possessing the requisite mens rea and actus reus.
10

 Governmental reports 

and Law Commission consultations have begun to explore the challenges 

posed by AI, including in the context of autonomous vehicles, but 

legislative reforms specifically addressing the criminal liability of non-

human entities are not yet forthcoming. The focus remains on adapting 

existing legal doctrines or considering new offenses that target human 
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misconduct in the development or deployment of AI, rather than attributing 

criminal agency to the AI itself. 

 

Scholarly analysis, as exemplified by Kan's examination of Turkish 

criminal law, reveals that foundational legal principles, such as the 

requirement that a perpetrator be a natural person (as stipulated in Article 

20/2 of the Turkish Penal Code), present formidable barriers to the direct 

criminalization of AI actions.
11

 Even where legal entities can be subject to 

certain sanctions, these are typically administrative or security measures, 

distinct from the imposition of criminal guilt, which is reserved for human 

individuals possessing free will and the capacity for fault.
12

 The pervasive 

legal doctrine across these jurisdictions is that robots and AI systems, in 

their current state of development, are considered sophisticated instruments 

or tools. Consequently, any criminal harm resulting from their operation is 

attributed to the human individuals who designed, programmed, controlled, 

or negligently failed to control them. The challenge, therefore, lies not in a 

complete absence of legal recourse, but in the adequacy and applicability of 

existing human-centric frameworks to the unique characteristics of 

autonomous decision-making by non-human agents. 

3. Theoretical Frameworks for Attributing Criminal Liability 

The jurisprudential discourse surrounding the attribution of criminal 

liability for acts committed by or through autonomous systems has given 

rise to several distinct theoretical paradigms. These frameworks attempt to 

reconcile the operational capacities of sophisticated robots with the 

foundational tenets of criminal law, which have historically presupposed a 

human agent endowed with volition and culpability. As current legal 

regimes largely fall short of directly addressing robotic agency, these 

theoretical constructs provide essential pathways for conceptualizing 

responsibility. 

 

A primary and currently prevailing set of approaches centers on 

human agency, albeit mediated through the robotic system. The most 

straightforward of these is the perpetrator-via-another doctrine, or indirect 

perpetration.
13

 Under this model, the autonomous system is viewed not as 

the culpable actor but as an instrumentality, akin to an inanimate weapon, 

an animal, or a human agent lacking criminal capacity (such as a minor or 
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an individual deemed legally insane). The criminal liability, therefore, 

attaches to the human individual—be it the programmer, the operator, or the 

owner—who intentionally or negligently utilizes the robot to bring about a 

prohibited harm. This perspective aligns with traditional criminal law 

principles, which demand a human mind capable of forming the requisite 

mens rea. 

 

Closely related is the framework of negligence liability. Where an 

autonomous system causes harm, the conduct of its human progenitors or 

overseers may be scrutinized for breaches of a duty of care.
14

 If a designer, 

manufacturer, or deployer fails to exercise reasonable prudence in the 

creation, testing, or deployment of a robot, and such failure proximately 

causes a criminally cognizable injury, liability for negligent homicide, 

assault, or other offenses predicated on a lack of due care may arise. The 

concept of "permitted risk," particularly pertinent in the context of high-risk 

AI applications such as autonomous vehicles or medical robotics, becomes 

a critical determinant in assessing whether the human actors involved met 

the requisite standard of care.
15

 The challenge often lies in defining the 

precise scope of this duty and establishing a causal nexus between the 

negligent act or omission and the resultant harm, especially with highly 

complex and "black box" AI systems. 

 

While primarily a domain of civil recourse, principles of product 

liability also cast a shadow on the criminal sphere.
16

 If a robot malfunctions 

due to a design or manufacturing defect, and this defect leads to foreseeable 

harm that could be construed as criminally blameworthy (e.g., through 

gross negligence or recklessness on the part of the manufacturer in releasing 

a known dangerous product), criminal charges against corporate entities or 

responsible individuals within such entities could theoretically be pursued. 

However, the threshold for criminal product liability is typically much 

higher than for its civil counterpart. 

 

Looking towards future legal developments, some scholars and 

institutional bodies have mooted the concept of strict liability for certain 

categories of harm caused by AI. As noted in the abstract by Makam 

concerning legal frameworks in the US, UK, and Europe, a strict liability 

regime would obviate the need to prove fault (intent or negligence) on the 

part of the human responsible for the AI.
17

 This approach, while potentially 
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simplifying the attribution of responsibility, represents a significant 

departure from the culpability principle that underpins much of criminal 

law and would likely be reserved for specific, narrowly defined high-risk 

activities. 

 

The most contentious and futuristic theoretical approach involves 

contemplating the direct criminal liability of the autonomous system itself. 

This paradigm presupposes a level of artificial intelligence—often termed 

General AI or Super AI—that possesses attributes akin to human 

consciousness, self-awareness, and independent volition.
18

 Should an AI 

achieve such a state where it can genuinely understand the nature and 

consequences of its actions and choose to act in contravention of criminal 

law, the argument for its direct culpability gains theoretical traction. 

However, this remains firmly in the realm of speculation under current 

technological realities. The profound philosophical and legal questions 

surrounding the capacity of a non-biological entity to form mens rea, to be 

a moral agent, and to be an appropriate subject of criminal punishment 

present formidable, perhaps insurmountable, obstacles to this model within 

existing legal ontologies. The IJOESS article by Kan underscores that, at 

present, AI lacks the self-consciousness and true free will necessary to be 

considered a direct perpetrator, positioning it instead as a tool or, at most, 

an entity whose actions trigger liability for human actors.
19

 

4. Challenges in Applying Traditional Criminal Law Concepts 

The application of traditional criminal law doctrines to harms caused 

by autonomous robotic systems is fraught with profound conceptual and 

practical challenges. These difficulties stem primarily from the inherent 

anthropocentric assumptions underpinning cornerstone legal principles, 

particularly the elements of actus reus (the criminal act) and mens rea (the 

criminal mind), as well as the very notion of legal personhood and the 

objectives of punishment. 

 

One of the most significant hurdles lies in establishing the requisite 

mens rea on the part of an autonomous system. Criminal culpability, in 

most serious offenses, demands a particular mental state, such as intent, 

knowledge, recklessness, or criminal negligence. As articulated in the 

IJOESS article by Kan, current AI, even in its advanced forms like Narrow 
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AI, operates based on complex algorithms and learned patterns but lacks 

genuine consciousness, subjective awareness, emotions, or the capacity for 

moral reasoning that informs human intent.
20

 Attributing a "guilty mind" to 

a machine that processes data, however sophisticatedly, rather than 

experiencing subjective states, stretches the concept of mens rea beyond its 

recognized boundaries. While some argue that a functional equivalent of 

intent could be identified in an AI's programming or decision-making 

architecture if it consistently leads to prohibited outcomes, this 

interpretation struggles against the deeply ingrained requirement of 

subjective culpability. 

 

The element of actus reus also presents complexities. While a robot 

can undoubtedly perform physical actions that result in harm—the physical 

manifestation of a crime—the question of whether such actions are 

"voluntary" in the legal sense is debatable. Voluntariness in criminal law 

implies a willed muscular contraction or bodily movement. An AI's action, 

being the result of its programming and sensory inputs, might not fit this 

definition if it lacks the capacity for conscious will.
21

 If the AI is merely an 

instrument, the actus reus is more appropriately attributed to the human 

who set it in motion or failed to control it. However, as AI systems become 

more autonomous and their decision-making processes less transparent (the 

"black box" problem), pinpointing the specific human act that constitutes 

the actus reus can become exceedingly difficult, particularly when harm 

results from emergent behavior or unforeseen interactions within complex 

systems. 

 

The concept of legal personhood is another fundamental challenge. 

As extensively discussed in the research notes derived from Kan's work, 

current legal systems, such as Turkish law, recognize only natural persons 

(humans) and, in a limited capacity, legal persons (like corporations) as 

subjects of law capable of bearing rights and responsibilities.
22

 Robots do 

not fit neatly into either category. Without legal personhood, an AI cannot 

be a defendant in a criminal trial, nor can it possess the rights afforded to 

defendants. The debate around granting a form of "electronic personhood" 

to highly advanced AI is ongoing, but it is fraught with philosophical and 

practical difficulties. Critics argue that such a status is unwarranted as AI 

lacks the moral agency and sentience that underpins personhood, while 

proponents suggest it may be a necessary legal fiction to address 



 
                        

15 

 

accountability gaps for highly autonomous systems.
23

 The case of the 

Sophia robot being granted citizenship in Saudi Arabia is often cited, 

though largely viewed as symbolic rather than a substantive grant of legal 

personality with criminal law implications.
24

 

 

Furthermore, the objectives of punishment in criminal law—

retribution, deterrence (both general and specific), rehabilitation, and 

incapacitation—are largely incongruous when applied to current AI. 

Retribution, or just deserts, presupposes a moral agent capable of 

understanding wrongdoing and deserving blame. Deterrence assumes that 

the entity can comprehend the threat of punishment and alter its behavior 

accordingly; while an AI's code can be changed, this is not deterrence in the 

human sense. Rehabilitation is irrelevant to a machine. Incapacitation (e.g., 

by deactivating or destroying the robot) might prevent future harm, but it 

lacks the normative content of punishing a culpable human. As Kan's 

analysis highlights, applying sanctions like imprisonment or fines to AI is 

nonsensical; fines would ultimately be borne by owners or insurers, 

undermining the principle of personal criminal liability.
25

 

 

Finally, the complexity and opacity of AI systems pose significant 

evidentiary challenges. Understanding how an AI made a particular 

decision that led to harm can be incredibly difficult, especially with deep 

learning systems where the reasoning is not easily interpretable. 

Establishing causation and identifying the precise point of failure or the 

locus of a culpable human decision within a distributed network of 

programmers, data providers, and users can be a Herculean task for 

investigators and prosecutors. 

 

These challenges collectively demonstrate that a simple transposition 

of traditional criminal law concepts onto autonomous robots is untenable. 

Addressing the criminal responsibility of robots necessitates either a radical 

reinterpretation of existing doctrines or the development of novel legal 

frameworks specifically tailored to the unique nature of artificial agency. 

5. Proposed Legal Models and Solutions 

Addressing the lacunae and conceptual impasses in applying extant 

criminal law to harms perpetrated by autonomous systems necessitates a 
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forward-looking exploration of potential legal models and adaptive 

solutions. While a definitive consensus remains elusive, the discourse 

gravitates towards a multi-pronged approach, blending refinements of 

existing doctrines with considerations for novel regulatory and legal 

constructs. The overarching objective is to ensure accountability, foster 

public trust, and guide the responsible development and deployment of 

robotics and artificial intelligence without unduly stifling innovation. 

 

One avenue involves the clarification and adaptation of existing liability 

frameworks. This includes more precise definitions of negligence in the 

context of AI development and oversight, potentially establishing clearer 

standards of care for programmers, manufacturers, and operators.
26

 For 

instance, failure to implement robust safety protocols, conduct thorough 

risk assessments, or ensure adequate human oversight in critical 

applications could form the basis for enhanced negligence-based offenses. 

The SSRN abstract by Makam points to the importance of "clear 

definitions" and "risk assessment and safety standards" as foundational 

elements of any proposed solution.
27

 

 

Consideration is also being given to AI-specific legislation that, 

while not necessarily attributing direct criminal culpability to the AI itself, 

could establish new offenses targeting human misconduct related to the 

misuse or negligent handling of advanced autonomous systems. This might 

include offenses for overriding safety features, deploying AI for illicit 

purposes, or failing to adhere to mandated ethical guidelines and impact 

assessments. Such legislation could also delineate responsibilities more 

clearly among the various actors in the AI lifecycle. 

 

The concept of a strict liability framework, as suggested in some 

scholarly discussions, presents another potential model, particularly for 

ultra-hazardous activities involving AI.
28

 In such a regime, the party 

responsible for placing the AI into the stream of commerce or deploying it 

in a high-risk context could be held liable for resulting harms, irrespective 

of fault. While more common in civil law, its application in specific, 

narrowly defined criminal contexts could be explored to ensure that victims 

have recourse when harm occurs, though this would need careful balancing 

against the fundamental principle of culpability in criminal law. 
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Adaptive governance mechanisms are also gaining traction. This 

approach emphasizes flexible regulatory frameworks that can evolve in 

tandem with rapid technological advancements. It involves continuous 

monitoring of AI capabilities, iterative rulemaking, and the establishment of 

expert bodies to provide guidance and oversight.
29

 Such governance would 

focus on proactive risk mitigation, mandating transparency in AI decision-

making processes where feasible, and ensuring mechanisms for auditability 

and accountability. 

 

The development and enforcement of robust ethical frameworks and 

impact assessments are crucial preventative measures. Integrating ethical 

considerations directly into the design and development phases of AI 

systems ("ethics by design") and requiring comprehensive assessments of 

potential societal and individual harms before deployment can help mitigate 

the risk of criminal misuse or unintended harmful consequences.
30

 

International cooperation in establishing these ethical norms and standards 

is vital, given the global nature of AI development and deployment. 

 

While the direct criminal liability of AI remains largely theoretical 

for current technology, ongoing discussion about "electronic personhood" 

or other novel legal statuses for highly advanced, future AI continues. 

Should AI evolve to a point of genuine autonomy and consciousness 

comparable to human agency, a re-evaluation of its legal status might 

become necessary. However, any such development would require a 

profound shift in legal philosophy and a careful delineation of the rights and 

responsibilities attendant to such a status. The Council of Europe's PACE 

recommendation, emphasizing that human control must remain the main 

element even with autonomous AI, reflects a cautious approach, prioritizing 

human oversight and responsibility.
31

 

 

Finally, international cooperation and harmonization of legal 

standards are indispensable.
32

 Given that AI systems operate across borders 

and are developed by multinational teams, divergent national laws on AI 

liability could create legal uncertainty and impede both innovation and 

effective regulation. Collaborative efforts to establish common principles, 

share best practices, and coordinate enforcement activities will be essential 

in navigating the complex legal terrain of AI-related harm. 
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These proposed models and solutions are not mutually exclusive and 

will likely require a synergistic application to effectively address the 

challenges posed by the criminal responsibility of robots. The path forward 

demands a nuanced, adaptable, and ethically grounded approach to ensure 

that legal frameworks remain fit for purpose in an increasingly automated 

world. 

6. Conclusion 

The emergence of sophisticated autonomous systems into the 

societal and economic landscape has undeniably inaugurated a new epoch, 

one that compels a profound re-evaluation of established legal paradigms, 

particularly within the ambit of criminal law. The question of attributing 

criminal responsibility to robots is not merely a futuristic hypothetical but 

an increasingly pertinent inquiry demanding rigorous intellectual 

engagement and pragmatic legal innovation. This disquisition has traversed 

the extant legal topography, revealing a domain largely unprepared for non-

human agency, yet actively grappling with its implications. Current legal 

frameworks across key jurisdictions, including the United States, the 

European Union, and Turkey, remain steadfastly anthropocentric, 

channeling accountability for harms caused by autonomous systems 

through human actors—designers, programmers, operators, or owners—via 

doctrines of indirect perpetration, negligence, or product liability.
33

 

 

The theoretical constructs for assigning culpability are manifold, 

ranging from these established human-centric models to more speculative 

considerations of direct robotic liability and the complex, contested notion 

of "electronic personhood."
34

 However, the application of traditional 

criminal law concepts such as mens rea and actus reus to entities devoid of 

consciousness, subjective intent, and moral agency presents formidable, if 

not currently insuperable, challenges.
35

 The very objectives of criminal 

punishment—retribution, deterrence, and rehabilitation—lose their 

conceptual coherence when applied to non-sentient machines. 

 

Addressing this evolving jurisprudential frontier necessitates a 

multifaceted approach. Proposed solutions include the refinement of 

existing liability rules, the careful consideration of AI-specific legislation 

targeting human misconduct in the deployment of autonomous systems, the 
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exploration of adaptive governance mechanisms, and the crucial 

development of robust ethical frameworks and international standards.
36

 

While the direct criminalization of robotic actions remains a distant 

prospect, contingent upon technological advancements that could imbue 

machines with genuine autonomy and understanding, the immediate 

imperative is to ensure that legal systems can effectively assign 

responsibility, provide redress for harm, and guide the ethical development 

of artificial intelligence. 

 

The path forward requires a delicate equilibrium: fostering 

innovation in robotics and AI while concurrently safeguarding fundamental 

rights and maintaining public trust in the legal system’s capacity to 

administer justice. The criminal law, in its enduring pursuit of order and 

fairness, must adapt with sagacity and foresight to the challenges and 

opportunities presented by an increasingly automated world. The dialogue 

is ongoing, and the legal evolution in this domain will undoubtedly 

continue to be a defining feature of 21st-century jurisprudence. 
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 الدلخص 
البحث عن مستقبل الدهن القانونية في ظل التطور الرىيب لمجال الذكاء ىدف ىذه الورقة البحثية 

الاصطناعي بتقنياتو الدختلفة، و بالاعتماد على الدنهج الوصفي التحليلي ثم إلقاء نظرة على أىم ىذه 
 ثر.الدهن و أكثرىا استخداما لو و الذي كان لو الدور الكبتَ في الارتقاء بها و الرفع من كفاءة أعمالذا أك

و خلصت دراستنا إلى انو و بالرغم من وجود علاقة تأثتَ ايجابية للذكاء الاصطناعي على ىذه 
الدهن القانونية إلا أن استخدامها لو لا يخلو من التحديات و الإشكالات و الآثار السلبية التي وجب 

 ضبطها و معالجتها بأطر قانونية واضحة الدعالم بدا يضمن الاستخدام الأمثل لو.
 الذكاء الاصطناعي، المجال القانوني، الدهن القانونية، التقنيات الذكية. الكلمات الدفتاحية: 

  Abstract  

The goal of this research paper is to search for the future of the legal 

professions in light of the terrible development of the field of artificial 

intelligence with its various technologies, and by relying on the descriptive 

analytical approach, then taking a look at the most important of these professions 

and the ones that use it the most, which had a major role in advancing them and 

raising the efficiency of their work more. 

Our study concluded that although there is a positive impact of artificial 

intelligence on these legal professions, its use is not without challenges, 

problems, and negative effects that must be controlled and addressed with clear 

legal frameworks to ensure its optimal use. 

Keywords: Artificial intelligence, legal field, legal professions, smart 

technologies.   
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 مقدمة:   .1

يعد الذكاء الاصطناعي احد ابرز الالصازات التكنولوجية في عصر الثورة الرقمية، و الذي أضحى 
يحدد قوة الدولة إلى جانب قوتها الاقتصادية و السياسية و العسكرية و الثقافية، و الذي اليوم عاملا مهما 

 بستع بتنوع استخداماتو في العديد من المجالات و الديادين.
و لم يخلو المجال القانوني بدوره من التأثر بأنظمة الذكاء الاصطناعي و تقنياتو الدختلفة سواء فيما 

سائل الودية لفض النزاعات أو حتى على الدهن القانونية في حد ذاتها، و عليو فقد يتعلق بالتقاضي أو بالو 
 أصبح الذكاء الاصطناعي اليوم العمود الفقري الذي يدعم العمل اليومي في القطاع القانوني أيضا. 

و عليو استطاع الذكاء الاصطناعي بتطبيقاتو و أساليبو الدختلفة من الرفع من كفاءة و دقة 
ال القانونية الدمارسة من قبل المحامتُ و القضاة و الدستشارين و غتَىم من الفاعلتُ في قطاع الدهن الأعم

القانونية و تطوير مهاراتها، إلا انو و في الوقت ذاتو يثتَ العديد من التهديدات و الدخاوف سواء بالنسبة 
 لدستخدميو القانونيتُ أنفسهم أو بالنسبة للأفراد و المجتمعات.

عليو تبلورت إشكالية بحثنا عن مصتَ و مستقبل الدهن القانونية في ظل عصر الذكاء و 
 الاصطناعي؟ 

 و في ىذا الصدد قمنا بطرح الفرضيات التالية3
أن الذكاء الاصطناعي بات اليوم يشكل نقطة قوة يسهل الأعمال القانونية و يساعد لشارسي الدهن -

 القانونية على أدائها.
 لاصطناعي تهديدا للوظائف بصفة عامة و للمهن القانونية بصفة خاصة.يشكل الذكاء ا-
يعتبر الذكاء الاصطناعي سلاح ذو حدين، ذو فائدة من جهة و مصدر لساوف و قلق من جهة  -

 أخرى.
و عليو تكمن أهمية الدراسة في الوقوف على مستقبل الدهن القانونية في ظل الذكاء الاصطناعي 

لدهن من جهة و تعزيزا لذا متى ثم تطبيقو بشكل فعال في الدسائل القانونية و في الذي يعد فرصة لذذه ا
برستُ عملية قطاع العدالة، و برديا في نفس الوقت عليها و ما يثتَه من تساؤلات نتيجة استخدامو و 

نو، و عن مدى تغيتَ للأدوار القانونية التقليدية بهذا التطور و التحديات الأخلاقية و القانونية الدتًتبة ع
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برقيق التوازن الصحيح بتُ التقدم التكنولوجي و القيم و الدبادئ الأساسية للعدالة من حماية للحقوق 
 الفردية و الجماعية و كفالتها.

و تتمثل أىداف اختيار الدوضوع في تأثتَ الذكاء الاصطناعي على المجال القانوني عامة و على 
عليو من جوانب مثتَة للاىتمام، أبرزىا تأثتَه في تطوير استًاتيجيات الدهن القانونية خاصة فيما ينطوي 

مستقبلية لتوظيف ىذه التكنولوجيا الفائقة بشكل فعال في صالح برقيق العدالة و حماية حقوق الأفراد، و 
وني حتمية تطوير إطار قانوني شامل يحمي ىذه الأفراد و ينظم استخدام التكنولوجيا الذكية في القطاع القان

 يحافظ على التطور التقتٍ و الدسائلة القانونية و الأخلاقية من جهة موازية.
و إجابة عن ىذه الإشكالية أعلاه اعتمدنا الدنهج الوصفي التحليلي الذي يدكننا من اكتشاف و 
برليل مستقبل الدهن القانونية في عصر الذكاء الاصطناعي باعتباره الأنسب للدراسة، و عليو ثم تقسيم 
الدراسة إلى لزورين، نستعرض في النقطة الأولى استخدامات الذكاء الاصطناعي في الدهن القانونية التي 
أدت إلى تغتَات جذرية في طريقة تقديم الخدمات القانونية، و نعرض في النقطة الدوالية تأثتَ استخدام 

 الذكاء الاصطناعي على ىذه الدهن القانونية.
 ء الاصطناعي في الدهن القانونية . نظرة عن استخدام الذكا2

لم يعد القطاع القانوني ببعيد عن استخدام التكنولوجيا و التقنيات الدستحدثة بدا فيها الذكاء 
الاصطناعي الذي اختًق جل الديادين و المجالات، فنجد العديد من الدؤسسات الدولية اعتمدت برامج 

و عد اليوم صلب اىتمام العديد من المجالات القانونية الذكاء الاصطناعي في القوانتُ ضمن أعمالذا، بل 
بدا في ذلك استخدامو من قبل الدمارستُ للمهن القانونية على غرار المحامتُ و القضاة و غتَىم بالنظر 
للدور الكبتَ لو في تسهيل أداء مهامهم و سرعتها و كفاءتها و دقتها، إلا أن استخدامو من قبل ىؤلاء 

نيتُ يظل مرىونا بددى احتًامهم لضوابط و شروط و تبتٍ سياسة الحوكمة و الرشاد ضمانا الدمارستُ القانو 
 لاستخدامو بشكل قانوني و مسئول و ىذا ما سيتم عرضو على التوالي.

 . استخدامات الذكاء الاصطناعي و دورها في تطوير الدهن القانونية:  1.2
رسات و الدهن القانونية الدختلفة و في تطويرىا، لقد احدث الذكاء الاصطناعي برولا كبتَا في الدما
 و عليو سنقف على البعض منها و أهمها في المجال القانوني3 

 : استخدام الذكاء الاصطناعي في مهنة المحاماة1.1.2
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لقد تغتَ و تطور دور المحامي اثر استخدامو للذكاء الاصطناعي و الذي أصبح ضرورة حتمية 
قليدية لو إلى الطريقة الحديثة لتحستُ أداء مهامو و إرضاء عملائو، و عليو فقد  للانتقال من الطريقة الت

كثرت استخداماتو لو و التي نتج عنها حسن الكفاءة و زيادة القدرة الإنتاجية مقارنة بالطريقة التقليدية 
 لدمارسة الدهنة و عليو بسثلت أىم استخداماتو على وجو الخصوص في3

3 إذ تسمح أنظمة البحث القانوني الدعتمدة على الذكاء الاصطناعي ني الذكي. البحث القانو 1.1.1.2
للمحامتُ بطرح أسئلتهم القانونية و الحصول على إجابات مباشرة و قوانتُ القضايا و حتى حصولذم على 
سوابق قضائية، بل الأكثر من ذلك حتى حصولذم على روابط لذا في غاية من السرعة و الدقة و ىذا ما 

م  بشكل كبتَ في برستُ و دقة أبحاثهم القانونية، و من بتُ الأدوات الدستخدمة في ىذا الصدد نذكر ساى
 1Revel Law و Ross Intelligence ةأدا

3 إذ يساعد الذكاء الاصطناعي المحامتُ من برليل جميع البيانات . تحليل النزاعات القانونية2.1.1.2
قضائية و الأحكام السابقة و استخدامها كمراجع لدعم القضايا القانونية الدتاحة لذم من الدلفات ال

الدعروضة أمامهم، لشا يسمح لذم بالتوقع و التنبؤ بنتائج تلك القضايا من خلال مقارنة الوقائع بقضايا 
، و من 2سابقة مشابهة لذا، و ىذا ما يساعدىم على برستُ فرص الفوز في القضايا الحالية الدعروضة عليهم

 Premmontation, Lex  الأدوات التي يستخدمها المحامون في التحليل نذكر كل من أداةبتُ 

Machina
3 

المحامون اليوم على أدوات ذكاء اصطناعي ثم إنشائها و أعدت  3 يعتمد. إعداد العقود3.1.1.2
و  DoNotPayو  Ross Intelligenceخصيصا لتكوين و إعداد العقود القانونية ومثال ذلك3 

Lexion, 
4
LegalZoom, Rocket Lawyer   و غتَ ذلك من الأدوات الذكية التي تساعدىم في تقديم

 خدمات إعداد العقود عبر الانتًنت أو تكوينها بشكل يدتاز بالدقة. 
3 كما مكن الذكاء الاصطناعي المحامتُ من تضمتُ الدستندات . التوثيق و إعداد الفواتير4.1.1.2

القانونية لأعمالذم في غضون دقائق بفضل أبستة التوثيق الذكية، إلى جانب ذلك مكنتهم و ساعدتهم 
البرامج القانونية للذكاء الاصطناعي من إعداد فواتتَ في غاية من الدقة و الإتقان و خاصة المحامتُ العاملتُ 

 . 5ات و الدؤسسات الدختلفةفي الشرك
3 غالبا ما تكمن مهمة المحامون في البحث عن الوثائق و . الدراجعة الآلية للملفات و تحليلها5.1.1.2

برليلها بحثا عن قضايا و أحكام و غتَىا و التي تستغرق الجهد الكبتَ و الددة الزمنية الطويلة، و عليو 
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اليوم في غتٌ عن ذلك لوجود تقنيات بستلك القدرة على أداء فبفضل أدوات الذكاء الاصطناعي المحامون 
ىذه الدهمة بدقة و في فتًة زمنية وجيزة بدراجعة ألاف الوثائق القانونية كالعقود و التقارير و البيانات 

 .Everlaw, Relativity 7، و مثال ذلك استخدامهم لأداة 6القانونية و غتَىا
كنت أنظمة الذكاء الاصطناعي من مساعدة المحامتُ في صياغة 3 إذ م. الصياغة القانونية6.1.1.2

الوثائق القانونية من مذكرات و عقود و غتَىا عبر برليل النصوص السابقة و تقديم اقتًاحات لتحستُ 
 الدقة و الوضوح عند صياغتهم للوثائق القانونية الذامة، و من أىم الأدوات الأكثر استخداما لصد أداة 3  

 Contract  Express  و أداةLitera
 و غتَىا من الأدوات الدتعلقة بالصياغة. 8

و عليو فقد وفرت كل ىذه التطبيقات الذكية للمحامتُ ربحا للوقت و التقليل من الجهد الذىتٍ 
العقلي بل و أصبح الحيز الزمتٍ لا يؤثر على برديد أتعابهم أو تنظيم أعمالذم كون العمل أصبح على مدار 

، و ىذه ىي العراقيل التي كانت من قبل تعيق الستَ الحسن لدكاتب المحامتُ و تنقص من  9بعداليوم و عن 
 كفاءة مهنتهم و في ظل وجود الذكاء الاصطناعي تكاد تنعدم بالكامل ىذه العقبات.

 : استخدام الذكاء الاصطناعي في مهنة القضاء 2.1.2
الثورة الرقمية، فقد طبق الذكاء لم تستثتٌ كذلك مهنة القضاء من التأثر بدخرجات ىذه 

الاصطناعي من قبل القضاة ما زاد من تعزيز كفاءتهم و شفافية و سرعة أعمالذم، فمن بتُ الاستخدامات 
 لصد3 

3 إذ بعد إحالة القضايا إلى المحاكم من النيابة العامة و تقييدىا . التنبؤ بمدة الفصل في القضايا1.2.1.2
ي  على مساعدة القضاة في التنبؤ بالددة الزمنية المحددة التي تستغرقها ىذه تعمل أنظمة الذكاء الاصطناع

القضايا بدءا من القيد إلى غاية الفصل النهائي فيها، و تقوم بتحليل البيانات الدسجلة عن طريق القضايا 
المحاكم في  الواردة إلى المحكمة اثر تقديم القضاة بيانات و مؤشرات حول الأحكام التي سبق و أن أصدرتها

 .10قضايا مشابهة لذا
في جميع  حيث يدكن للذكاء الاصطناعي تقديم الدعم. الدساعدة في الإجراءات القضائية: 2.2.1.2

مراحل التقاضي بدءا من جمع الأدلة و حتى تقديم الحجج القانونية و ذلك بالاعتماد على نظام 
Brainspace و نظامLogikull   الرقمية مثل البريد الالكتًوني و الدستندات الدستخدم في برليل الأدلة

، و ىذا ما يساىم بشكل كبتَ في تسريع جمع الأدلة و برليلها و زيادة دقة التنبؤ بنتائج 11الالكتًونية
 .12القضايا و سرعة الفصل فيها و عدم تراكمها
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معلومات  كما تعمل أنظمة الذكاء الاصطناعي على توفتَ  . تقديم معلومات عن الدتهمين:3.2.1.2
للقاضي أو القضاة و اطلاعهم أثناء لرريات الدعاوى و التداول لذا عن السجلات الخاصة بالدتهمتُ و 

، و ىذا ما يدنح 13ىذا في حال وجود سوابق قضائية أو تكرار قيام ىؤلاء الدتهمتُ بالأفعال الإجرامية
للقاضي أو للقضاة تصورا  شاملا عن أوضاع الدتهمتُ الداثلتُ أمامهم و بسكنهم  ىذه الأنظمة حتى من 

 تنويرىم و من إصدار قرارات دقيقة بشأنهم. 
كما استخدمت بعض الدول تقنيات الذكاء   . الاستعانة في استنباط قرائن الإثبات للحكم:4.2.1.2

الإثبات أيضا، إذ استطاع القضاة الاستعانة بأنظمتو و ذلك بعرض الدذكرات الاصطناعي في مسائل 
الكتابية عليو أو تكليفو بالاستماع إلى الخصوم أو الشهود و لرريات الدعوى، فتستخرج أنظمة الذكاء 

 .14الاصطناعي قرينة يستنبط من خلالذا القاضي قرينة توصلو إلى ابزاذ الحكم
إذ يتميز الذكاء الاصطناعي أيضا بقدرتو على برستُ صنع القرارات و قبل: التطلع إلى الدست 5.2.1.2

ابزاذىا، و ذلك انطلاقا من إمكانية القضاة استخدام تقنياتو الدختلفة لتحليل الدعلومات القانونية و 
انب النصوص التشريعية و الأدلة و من  إدارة الدعاوى القضائية الدعقدة و التعامل مع مسائل متعددة الجو 

مثل الدعاوى الدالية و الحسابية، إذ تعمل أنظمة الذكاء الاصطناعي على برليل ىذه الدعلومات القانونية  
، 15بسرعة فائقة و في غاية من الدقة و تقديم نتائج للقضاة أو حتى منحهم استًاتيجيات لتحستُ نتائجهم

ون حاجة إلى إنفاق الجهود في التحليل و ىذا ما يدكنهم من التًكيز على الجوانب الأساسية في القضايا د
الشامل لذذه الدستندات و ما يوفر لذم من وقت و جهد و الأىم من ذلك ىو برستُ كفاءة أعمالذم 

 القضائية.
و عليو فقد تعددت استخدامات الذكاء الاصطناعي من قبل القضاة و كثرت و عد بذلك 

 برستُ المجال القانوني بصفة عامة. شريكا قيما لذم في إعداد القضايا و معالجتها و في 
 : استخدام الذكاء الاصطناعي في مهنة الاستشارات القانونية 3.1.2

كما شهدت بدورىا مهنة الدستشارين القانونيتُ كذلك تطورا كبتَا في ظل ىذا التطور الذائل، إذ 
لقانونية، إذ أصبحت يكاد يتم الاستغناء التام عن مكاتب الاستشارات القانونية و مقدمي الخدمات ا

 .16الدشورة أو الاستشارات القانونية تقدم من قبل التطبيقات الذكية بصفة آلية أيضا
إذ تستخدم اليوم تطبيقات الدردشة القانونية الددعومة بالذكاء الاصطناعي و التي تقدم 

ت استشارات قانونية و توجو العملاء حول مواضيع قانونية و ذلك مثل استخدامهم لبرلريا
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DoNotPay
، و ذلك قبل لجوئهم و تسرعهم إلى المحاكم مباشرة و رفع الدعاوى القضائية لنزاعاتهم، و  17

ىذا ما سيساىم بشكل كبتَ في تقليل الدنازعات الدطروحة على القضاة، فالأطراف الدتنازعة اليوم في غتٌ 
 و طرح انشغالاتهم، إذ بسكنوا من عن اللجوء إلى مكاتب الاستشارة القانونية أو حتى اللجوء إلى المحامتُ

الحصول على إجابات فورية بفضل ىذه التطبيقات الذكية و بكل سهولة، و الأكثر من ذكر لا برملهم 
 تكاليف اللجوء إلى الدكاتب الاستشارية أو تكاليف المحامتُ.

تطوير و بذدر الإشارة أن المحامتُ كذلك يلجئون إلى ىذه الدشورة الذكية أيضا ىدفا منهم 
مهاراتهم في مهنة المحاماة أكثر و كذا لدساعدة عملائهم و للإجابة عن كافة انشغالاتهم و إيجاد الحلول 

 .18لدنازعاتهم
و عليو فقد استخدمت العديد من التطبيقات الذكية في الدهن القانونية و تنوعت بحسب نوع 

تُ و دولة استونيا من أكثر الدول استخداما الدهنة القانونية، و تعتبر الولايات الدتحدة الأمريكية و الص
لذذه التقنيات الذكية، و من الدول العربية لصد كل من مدينة أبو ظبي و مدينة دبي و الدملكة العربية 

، و غتَىا من الدول التي بسكنت بفضل الذكاء الاصطناعي من تعزيز 19السعودية الرائدة في ىذا المجال
كثر ومن تقليل التكاليف و برستُ جودة الخدمات القانونية و إضفاء الكفاءات و الدهن القانونية أ

 الشفافية و السرعة على الأعمال القانونية.
 . متطلبات استخدام الذكاء الاصطناعي في الدهن القانونية: 2.2

حتمية مواكبة التطورات التقنية و استخدامات تقنيات الذكاء الاصطناعي و التأقلم و  أمام
الانفتاح على العالم الجديد، تطلب الأمر كذلك على لشارسي الدهن القانونية الدختلفة استخدام ىذه 

 التقنيات الذكية و لشارستها في أبحاثهم و أعمالذم.
ن القانونية بتُ لستلف الأنساق الاجتماعية و دورىا في و نظرا للمكانة التي برتلها ىذه الده 

إرساء و بذسيد مفاىيم العدالة و دولة القانون فمن الدعروف أن لذا ضوابطها التي بركمها و الدتطلبات التي 
تستند إليها الدنصوص عليها ضمن مدوناتها الأخلاقية إلى جانب كافة القوانتُ الأساسية و الأنظمة 

و بناءا على ذلك فاستخدام ىذه الدهن القانونية لذذه التقنيات الذكية بأساليبها الدتعددة و الدنظمة لذا، 
الدتطورة يظل كذلك مرىونا بددى تطبيقها للأخلاقيات الدهنية في ىذا المجال الدتطور، و التي من الدلاحظ 

ص التقليدية لا تتناسب أن ىذه  الضوابط الأخلاقيات الدهنية  و الدتطلبات الدنصوص عليها ضمن النصو 
 و طبيعة استخدام التقنيات الدتطورة، و التي لا بد من التسارع لدواكبتها بتعديلها.
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و باعتبار أن الدولة الجزائرية من الدول اقل مواكبة لمجال الذكاء الاصطناعي بصفة عامة و في 
ماعدا فيما يتعلق بتنظيم  تطبيقو في التخصص القانوني بصفة خاصة، و في ظل انعدام قوانتُ منظمة لو

الدشرع الجزائري للميادين التي يستعمل فيها الذكاء الاصطناعي الدنصوص عليها ضمن القانون الدتعلق 
مقارنة بالدول التي  21، إلى جانب إنشاء الددرسة الوطنية العليا للذكاء الاصطناعي20بالتجارة الخارجية

في التًكيز على أخلقة الذكاء الاصطناعي و متطلبات  قطعت أشواطا طويلة في ىذا المجال فنجدىا بدأت
 استخدامو و كيفيات توظيفو.

و عليو عدت الإشكاليات الأخلاقية التي يطرحها الذكاء الاصطناعي من اكبر التحديات التي 
، كما تعددت المحاولات لوجود آليات 22عرفت نقاشا كبتَا و جدلا واسعا رغم كافة الفوائد المحتملة لو

بة على إعمال تطبيقاتو بصفة عامة و في المجال القانوني و قطاع العدالة بصفة خاصة لتحديد ضوابط للرقا
 .23و متطلبات إعمالو

و بناءا على ذلك ظهرت العديد من الدواثيق و التوجيهات الأخلاقية كرد فعل لتبتٍ ىذه التقنيات 
ن اللجان التي عهد إليها بهذا الأمر و في في الحياة القانونية بصفة عامة، و رغم تباينها في صياغتها م

مضمونها و نطاقها إلا أنها ركزت إجمالا على الالتزام بحقوق الإنسان و الشفافية و الدوثوقية في ىذه 
، و لعل أبرزىا الديثاق الأخلاقي الذي اعتمدتو الدفوضية الأوربية للعدالة 24التقنيات الذكية لاستخدامها

بشأن استخدام الذكاء الاصطناعي في الأنظمة القضائية و بيئتها، إذ   0281ديسمبر  20الناجزة في 
وفرت ىذه الوثيقة مبادئ جد أساسية لاستخدام قطاع العدالة و القضاء تقنيات الذكاء الاصطناعي و 

 253الدتمثل في
الوصول مبدأ احتًام الحقوق الأساسية3 و مفاده لا ينبغي للذكاء الاصطناعي أن يتدخل في لشارسة حق -

 إلى العدل و الحق في المحاكمة العادلة.
مبدأ الدساواة و عدم التمييز3 بدنع انتهاك مبدأ الدساواة بتُ الأفراد لسبب عرقي أو سياسي أو -

 اجتماعي...
مبدأ الجودة و الأمن3 يجب أن تكون البيانات التي يتم برميلها في الذكاء الاصطناعي متعددة -

ددة استنادا إلى خبرة الدتخصصتُ من القضاة و المحامتُ و العاملتُ في لرال التخصصات و من مصادر متع
 القانون و القضاء، و يتم بذميعها و تنفيذىا في بيئة آمنة تضمن سلامة النظام و قدسيتو.
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مبدأ الشفافية و الحياد و الإنصاف3 بدعتٌ ضمان توافر معالجة البيانات و شموليتها و إمكانية إجراء -
تدقيق بطرق آمنة و إيجاد التوازن بتُ حقوق الدلكية الفكرية و متطلبات مبادئ الشفافية و الحياد عمليات 

 و الولاء و النزاىة الفكرية.
مبدأ بركم الدستخدم أو برت سيطرة الدستخدم3 أي أن يكون مستخدم ىذا النظام مستقلا في -

 .26استخدامو لذذا النظام
على أن استخدام الذكاء الاصطناعي لكي يكون  0282كما أكدت الدفوضية الأوربية في عام 

 273جديرا بالثقة لابد من أن
 يكون قانونيا، و متوافقا مع جميع القوانتُ و اللوائح الدعمول بها.-
ضرر و يجب أن تكون أىداف استخدام الذكاء الاصطناعي في إطار احتًام استقلالية الإنسان و منع ال-

 الإنصاف و الدسائلة.
، نشرت الدفوضية الأوربية مسودة أول قانون في العالم متعلقة 0208افريل لسنة  08و في 

بالذكاء الاصطناعي و الذي سينظم بالتفصيل تطوير و استخدام الأنظمة القائمة على الذكاء الاصطناعي 
أي اقتًاح شامل تضمن سلسلة من  ،28ووضع قواعد منسقة بشأنو و الأىداف الرئيسية لذذا القانون

الالتزامات القانونية و التقنية و فرض متطلبات و تدريب و مراقبة واسعة النطاق على استخدام أدوات 
 .29الذكاء الاصطناعي

و عليو نعتقد انو ىذه الدبادئ و الدواثيق تساعد في تنظيم عملية تطبيق و استخدام أنظمة الذكاء 
نوني بصفة عامة، و  حتى من الدمكن دون شك إتباعها و استخدامها من قبل الاصطناعي في المجال القا

لشارسي الدهن القانونية الدختلفة من لزامتُ و قضاة و مستشارين قانونيتُ و غتَىم إلى غاية صدور قوانتُ 
عي و و أنظمة داخلية تعتٌ بتنظيم كافة استخدامات لشارسي ىذه الدهن القانونية لتقنيات الذكاء الاصطنا

 لزددة لدتطلباتو و ضوابطو بشكل مفصل.
 . تأثير الذكاء الاصطناعي على الدهن القانونية3

لا يدكن إنكار فضل و فوائد استخدام تطبيقات الذكاء الاصطناعي و تقنياتو الدختلفة على الدهن 
من التداعيات و  القانونية و في زيادة تطويرىا و برستُ أدائها و كفاءتها، و لكن في نفس الوقت لم بزلو

الانعكاسات التي الصرت عنها و أثرت على طبيعتها، زد على ذلك ظهور العديد من الصعوبات و 
 الإشكالات اثر تطبيق ىذه التقنيات الذكية و ىذا ما سيتم عرضو بالتفصيل على التوالي.
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 . الآثار الدترتبة عن استخدام الذكاء الاصطناعي في الدهن القانونية:  1.3
اختلفت الآثار الدتًتبة عن استخدام الدهن القانونية لتطبيقات الذكاء الاصطناعي و تقنياتو، لقد 

 منها الايجابية و حتى الآثار السلبية التي بزلفها و الدتمثلة في3
 : ايجابيات الذكاء الاصطناعي على الدهن القانونية 1.1.3

 للذكاء الاصطناعي بتقنياتو الدختلفة نذكر3من بتُ ايجابيات و فوائد استخدام الدهن القانونية 
إذ بفضل الأنظمة القائمة على الذكاء الاصطناعي بسكن لشارسي : زيادة الكفاءة و الإنتاجية: 1.1.1.3

الدهن القانونية من إبرام العقود و برليلها و القيام بالبحوث القانونية و برليل الأدلة و الوصول للجناة التي  
وقتا طويلا للقيام بها و إنهائها، و ذلك اثر اعتمادىم و استخدامهم لأدوات للعثور كانت تستغرق منهم 

30و  Ross Intelligenceعلى الدواد القانونية و برليلها كاستخدامهم لأداة 
Kira Systems    و ىذا ما

متعددة قلل من الأعباء الإدارية لذم و ما مكنهم من النظر في قضايا أكثر و معالجتها و مسك ملفات 
مقارنة بتقديم الخدمات القانونية و الصازىا  بالطرق الكلاسيكية التقليدية و بالدقابل الرفع من جودة 

 أعمالذم و خدماتهم و مصداقيتها و كفاءتها.
حيث بسكن أدوات الذكاء  : تقديم الخدمات في وقت أسرع و بأقل التكاليف و بدقة عالية:2.1.1.3

مات و النتائج و التحليلات و الاستنتاجات للمحامتُ و الدستشارين القانونيتُ الاصطناعي من توفتَ الدعلو 
و غتَىم، و ىذا ما سيساىم في ربح الوقت و توفتَ الخدمات القانونية بشكل أسرع للعملاء و بجودة 

ول عالية و بتكاليف ميسورة مقارنة بتقديدها بالطرق التقليدية، كما تساىم في إدارة الدعاوى و من الوص
 إلى الأدلة و غتَىا لشا يساىم في تعزيز مبدأ ستَ العدالة و كفاءة القضاة.

و تعتبر ىذه الخاصية كذلك من بتُ أىم ايجابيات الذكاء : تقليل الأخطاء البشرية: 3.1.1.3
الاصطناعي، فمن الدعلوم أن لشارسي الدهن القانونية حال أداء مهامهم يعتمدون على التحليل الدقيق 

ت و النصوص و الوثائق القانونية و غتَىا من الدستندات القانونية ذات الصلة و قد تنجر عنهم في للبيانا
بعض الأحيان أخطاء أو يتم إغفال بعض الجزئيات الدهمة و ىذا ما يوفره الذكاء الاصطناعي بتقنياتو 

ليلها أو ابزاذ قرارات الذكية إذ يقلل من احتمال وقوع ىذه الأخطاء القانونية عند مراجعتهم لذا أو بر
بشأنها أو سوء التفستَ لنتائجهم، و بالنتيجة تتحسن جودة الخدمات القانونية الدقدمة و تزيد الثقة 
لأعمالذم خاصة في ظل وجود تقنيات ذكية و أدوات تستطيع حتى اكتشاف الأخطاء البسيطة التي يتم 

 .31من سمعة و كفاءة ىذه الدهن القانونيةإغفالذا دون قصد منهم و ىذا ما يساىم دون شك في الرفع 
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إذ يتيح الذكاء : الاتصال السريع و السهل لدمارسي الدهن القانونية مع العملاء: 4.1.1.3
الاصطناعي للعملاء و لشارسي ىذه الدهن القانونية من لزامتُ و مستشارين التواصل مع بعضهم البعض 

للأفراد الحصول على خدمات و حلول قانونية سريعة  بسهولة و دون عناء و بأرخص التكاليف، كما يتيح
 .32و دقيقة

حيث ساهمت تقنيات الذكاء الاصطناعي : تعزيز الجهود للحد من الجرائم و الوقاية منها: 5.1.1.3
من برليل البيانات البشرية و الدساعدة في برديد أنماط السلوك و ذلك انطلاقا من استخدام برلريات 

ميات تساعد في برديد الدسئول الفعلي عن الحادثة و في برليل شخصيتو و اكتشاف متطورة لرهزة بخوارز 
السجل الجنائي لو و غتَىا، و التي تشتَ إلى احتمالية ارتكاب الجرائم أو العود للارتكاب و حتى البعض 

ضاة من ىذه التقنيات مكنت من برديد الأماكن الأكثر عرضة لارتفاع معدلات الجريدة، لشا ساعدت الق
في تصنيف المجرمتُ بكل سهولة و موضوعية و من التسارع لتخصيص الدوارد الأمنية بشكل أفضل و التنبيو 

 .33لإعداد استًاتيجيات لدنع ارتكاب ىذه الجرائم قبل وقوعها الدتنبأ بها بدوجب ىذه التقنيات الذكية
يضا يدكن الحفاظ على بفضل الذكاء الاصطناعي أ: الحفاظ على الدعلومات القانونية: 6.1.1.3

الدعلومات القانونية بطريقة أكثر أمانا و بركما، لشا يوفر مزيدا من الحماية و الأمان للمحامتُ و القضاة و 
 .34الدستشارين في تقديم خدماتهم و توفتَىا لعملائهم و الصاز أعمالذم القانونية

كبتَ في الارتقاء بهذه الدهن   و غتَىا من الايجابيات التي لا برصى و لا تعد التي ساهمت بشكل
 القانونية و من برستُ صورتها أكثر و كفاءتها داخل المجتمع. 

 : سلبيات الذكاء الاصطناعي على الدهن القانونية  2.1.3
إذا كان للذكاء الاصطناعي أثار ايجابية فعالة في تسهيل الكثتَ من الأعمال لدمارسي الدهن 

ليها سلبا كذلك و التي من الدوجب أخذىا بعتُ الاعتبار و التي يدكن عرض القانونية، فانو بالدقابل يؤثر ع
 البعض منها3
فعلى الرغم من قدرة الذكاء الاصطناعي على برليل  : نقص الفهم العميق و السياقي:1.2.1.3

 الفهم البيانات و النصوص القانونية و الدستندات الدختلفة و تنفيذ الدهام الدتكررة، إلا انو قد يفتقر إلى
، و ىذا ما يؤدي إلى إعطائو 35العميق للسياق الاجتماعي و الإنساني و الذي يتطلبو العمل القانوني

لقرارات و حلول غتَ دقيقة أو غتَ منصفة في القضايا الدعقدة و ىذا بالضرورة يتًتب عليو إىدار حقوق 



 

 

 

40 

 

قانونية و مصداقيتها في أداء مهامها الأفراد و ضياعها و ىذا ما سيؤثر بشكل كبتَ على سمعة ىذه الدهن ال
 و شفافيتها.
يعتمد الذكاء الاصطناعي على البيانات الدستخدمة : التحيزات البرلرية )التميز الخوارزمي(: 2.2.1.3

لتدريب الأنظمة أو الخوارزميات الدستخدمة لدعالجة تلك البيانات، و إن كانت ىذه البيانات برتوي في 
، و 36و نتائجها ة أو عيوب تقوم تلك الأنظمة بتكرار تلك التحيزات في قراراتهاطياتها على بريزات مدرج

في المجال القانوني قد يؤدي ىذا إلى تطبيق غتَ عادل للقوانتُ خاصة من طرف فئة القضاة عند 
استخدامها لذذه التقنيات الذكية لشا يؤدي ىذا إلى التمييز ضد فئات معينة من الأفراد و ترسيخ عدم 

 .37الدساواة
 0202و مثالذا القضية الدشهورة "جوليان بورتشاك ويليامز" الذي ثم القبض عليو خطأ في يناير 

دولار أمريكي و لم يكن لو علاقة بهذه الجريدة، و كان السبب  0122بسبب جريدة سرقة ساعات بقيمة 
 .38ناتفي ذلك التطابق الخاطئ مع رجل آخر و ذلك نتيجة التحيز في استخدام البيا

حيث كشف الباحثون عن تطور جديد في لرال  : مشاكل الاختراق للأنظمة أو الاحتيال:3.2.1.3
الاختًاق و التزوير عبر الانتًنت، ما يدكن الدختًقون من إنشاء عناوين انتًنت مزيفة تبدوا و كأنها مواقع 

بدواقع التجارة الالكتًونية و  أصلية، و ما يسمح لذم أيضا بالاستيلاء على بيانات تسجيل الدخول الخاصة
و ىذا الأمر لسالف للسرية سواء  39استخدامها بشكل ضار و ذلك باستخدام تقنيات الذكاء الاصطناعي

 .40في المحاماة أو القضاء
إذ تثتَ بعض الدخاوف إلى احتمال أن يؤدي التطور : تغيير الأدوار و فقدان الدهن القانونية: 4.2.1.3

كاء الاصطناعي إلى تفوقو على البشر و إلى تبعات سلبية لزتملة، و قد يؤدي التطور الدلحوظ في لرال الذ 
 .41في ىذا المجال حتى إلى تغتَات جذرية في سوق العمل و فقدان بعض الوظائف التقليدية

" انو من الدتوقع فقد الكثتَ من 0202وىذا استنادا لدا جاء في تقرير "وظائف الدستقبل  
الوظائف القائمة حاليا بتوظيف الأبستة و غزو الروبوتات لرالات عديدة، و في ذات السياق أظهرت دراسة 

يفتو، كما  مليون موظف في العالم وظ 122في معهد "ماكينزي" العالدي انو يتوقع أن يخسر أكثر من 
مليون وظيفة في الولايات  8,2أن  0281كشفت دراسة نشرت في الدنتدى الاقتصادي العالدي في سنة 

، بدا في ذلك تأثر القطاع 42الدتحدة الأمريكية مهددة بأن تتحول إلى وظائف تعتمد على الحاسوب الآلي
ل مفرط على الذكاء القانوني كذلك و فقدان بعض الدهن القانونية خاصة في ظل اعتمادىا بشك
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، و ىذا ما سيؤدي إلى تقليص الحاجة للمحامتُ و الدستشارين القانونيتُ و حتى القضاة و 43الاصطناعي
 غتَىم في بعض الخدمات التي يدكن للذكاء الاصطناعي القيام بها.

كمة يعد و مع ظهور أول لزامي آلي في الولايات الدتحدة الأمريكية و قيامو بالدرافعة أمام ىيئة المح
، و كذلك ربوت الذكاء الاصطناعي الذي ثم 44ىذا النهج تهديدا حقيقيا لدهنة المحاماة بشكلها التقليدي

 Xiaofa  تشغيلو في العاصمة الصينية كأول ربوت للخدمات القانونية في لزكمة بكتُ و الدسمى ب
الدصطلحات القانونية الدعقدة  متًا الذي يقدم الدشورة و التوجيو القانوني و شرح 8,21الذي يبلغ طولو 

لدساعدة الجمهور على فهمها أو كل ما يتعلق بالإجراءات القضائية بشكل عام و الذي ثم اختياره من قبل 
 . 45الدهنيتُ و الدختصتُ قبل إدخالو في المحاكم

و على ىذا الأساس أصبح المحامي الذكي )الآلي ( يتمكن من وضع التعليقات و التوصيات 
ع و أكثر دقة لشا يدكن أن يفعلو البشر، ومن الدتوقع أن يكون مصدرا للتوصيات الخاصة بشكل أسر 

بالاستًاتيجيات القانونية و الأفكار الإبداعية و البيانات الجديدة و التوجيهات الدطلوبة للتحقيق في 
 .46القضايا و جعل تنفيذ العقوبات أكثر فعالية في الدستقبل القريب

منظمة العفو الدولية بدساعدة المحامتُ بالفعل لتطوير أعمالذم لتحقيق  و لذذا السبب سارعت
أكثر فعالية و حفاظا على مكانتهم بتوفتَ البحث القانوني من خلال عمليات البحث الآلي للسوابق 
القضائية و القوانتُ و الدعلومات الأخرى القابلة للاكتشاف و التدقيق الغوي و تصحيح الأخطاء و العثور 

ا، ىدفا منها 47الدعلومات الدفقودة و تنسيق الدستندات و تصحيح استخدام اللغة غتَ الدتسق و غتَه على
تطوير أنفسهم و قدراتهم و بسكينهم من مواكبة التطورات السريعة و الذائلة في استخدام الذكاء الاصطناعي 

 في لرال المحاماة.
كي )القاضي الآلي(  لزل القاضي و في ذات السياق التخوف كذلك من أن يحل التقاضي الذ 

البشري و الاستغناء عنو في المحاكم أو أن يكون معاونا لو بدرجة كبتَة و الذي يدكنو تقديم الدشورة 
القانونية للمتقاضتُ و تلخيص مستندات الدعاوى و فحصها للقضاة و معرفة نقائص الدستندات الدرتبطة 

القانونية الدرتبطة بها و التي يحتاجها القضاة عند الفصل في  بها و توفتَ السوابق القضائية و الدعلومات
 .48الدعاوى

و في ىذا الصدد تعتبر دولة استونيا من الدول الرائدة في ىذا المجال و التي قامت بإنشاء قاضيا 
افتًاضيا كخطوة لتبسيط الخدمات الحكومية و الانتهاء من تصفية الدعاوى الدتًاكمة في المحاكم، و قد 
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خدم قاضي الذكاء الاصطناعي ىذا للفصل في نزاعات الدطالبات الصغتَة مثل مطالبات العقود التي است
 .49يورو 0222تقل قيمتها عن 

فكل ىذه الدخاوف تهدد وجود ىذه الدهن القانونية التقليدية و الوظائف و الدهن الأخرى بصفة  
صطناعي بتطوره إلى فناء العنصر البشري نهائيا عامة و ىذا ما أشار إليو بعض العلماء بأن يؤدي الذكاء الا

و منهم الدختًع و الدستثمر الأمريكي "الون ماسك" الذي شبو عملية تطوير الذكاء الاصطناعي بأنو 
استحضار للشيطان و يدكن أن يكون أكثر ذكاء من البشر الأمر الذي قد يؤدي إلى خلق ديكتاتورا 

 .50خالدا لا يفتٌ
 . صعوبات تطبيق الذكاء الاصطناعي في الدهن القانونية:  2.3

ىناك العديد من الصعوبات و التحديات التي ظهرت و برول دون تطبيق و استخدام الدهن 
القانونية لتقنيات الذكاء الاصطناعي بشكل فعال، و التي أثتَت بشأنها إشكالات جد معقدة نذكر منها 

 على وجو الخصوص3
فعلى الرغم من الدور الفعال للذكاء الاصطناعي و أهميتو في تسهيل  التحيز الخوارزمي: : مسألة1.2.3

الكثتَ من العمليات القانونية على لشارسي ىذه الدهن القانونية و الرفع من كفاءتهم، إلا أن الدراسات 
ن بتُ أىم ىذه أثبتت أن ىذه الأنظمة الذكية الدبرلرة قد برتوي على بريزات اجتماعية أو ثقافية و م

، و ىذا التحيز ما قد يؤدي إلى ابزاذ قرارات غتَ عادلة و 51التحيزات الخوارزمية التميز العرقي أو الجنسي
منصفة أو غتَ دقيقة و ىذا ما سيثتَ مسالة عدم مصداقية و موثوقية صحة تطبيق الذكاء الاصطناعي في 

 .52لقانونية بصفة خاصةالمجال القانوني بصفة عامة و في أعمال لشارسي الدهن ا
تثار كذلك مسألة الخصوصية اثر استخدام الدهن القانونية لتقنيات الذكاء : مسألة الخصوصية: 2.2.3

الاصطناعي و ذلك بسبب أن ىذه التقنيات تكون عرضة للهجمات السبتَانية و الاختًاق و الانتهاكات 
لبيانات الشخصية القانونية و الحساسة نوعا و السرقة و يكون ذلك نتيجة جمع و بززين كميات كبتَة من ا

، و ستتًتب أثار جد كبتَة و وخيمة عند تسرب مثل ىذه البيانات الشخصية، و عليو لا بد من 53ما
تصميم الذكاء الاصطناعي بطريقة آمنة و مشفرة للغاية و يكون وفق التشريعات الحالية الدعمول بها 

اية البيانات الشخصية و الدعاملة العادلة و غتَىا و كل ما يتعلق الدتضمنة مسائل الخصوصية و السرية و حم
 .54بدسائل الأمن السبراني للحفاظ على سرية ىذه الدعلومات و بذنب الانتهاكات القانونية
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تعتبر الدسؤولية القانونية الدتًتبة على استخدام الذكاء الاصطناعي و : مسألة الدسؤولية القانونية: 3.2.3
و من بتُ أىم الإشكالات و أكثرىا تعقيدا على الإطلاق، إذ تظهر العديد من التساؤلات الاعتماد علي

حول برديد الدسؤولية القانونية حال ارتكاب أخطاء نابذة عن ىذه الأنظمة الذكية و خاصة في المجال 
سارة مالية، القانوني و في الدهن القانونية خاصة، فابزاذ قرار قد يؤدي إلى خسارة قضية أو نتائج في خ

فبالرغم من تعدد الدزايا للذكاء الاصطناعي الدعززة و القادرة على برليل البيانات و ابزاذ قرارات دقيقة إلا 
انو قد يحدث أن يتخذ قرارات غتَ عادلة أو غتَ صحيحة حتى عند برليلو و قد يحدث أن تكون البيانات 

أو بسبب عدم قدرتو على تقدير السياقات التي يعتمد عليها غتَ مكتملة أو برتوي على بريزات، 
الاجتماعية أو الإنسانية كالمحامي أو القاضي البشري، لشا قد يؤدي بو إلى ابزاذ قرارات غتَ صائبة خاصة 

 .55في الحالات التي تتطلب حكما أخلاقيا أو شخصيا
ؤدي إلى كما يدكن أن بردث أخطاء برلرية أو تظل بعض الفجوات القانونية غتَ لزسومة لشا ي

عواقب غتَ متوقعة و جد وخيمة، فكل ىذه الحالات يثار بشأنها مسألة من الدسئول عن ىذه الأخطاء 
الدرتكبة و عن الأضرار النابذة عنها أي من الدسئول القانوني عنها ىل ىو مطور البرلريات أم الدستخدم 

تظهر الحاجة الدلحة إلى وضع اطر النهائي لو أو المحامي مثلا أو القاضي الذي اعتمد عليو؟ ، من ىنا 
قانونية واضحة الدعالم تنظم استخدام الذكاء الاصطناعي في الدمارسات القانونية و الدسؤولية القانونية عن 
الأضرار الدتًتبة على استخدامو، مع ضرورة تعزيز الضوابط و الدتطلبات الأخلاقية لضمان عدم التحيز أو 

 ىا ىذا النظام.التمييز في القرارات التي يتخذ
فبالرغم من قدرة الذكاء الاصطناعي على معالجة البيانات و  : مسألة فهم السياق المحدود:4.2.3

برليلها بكفاءة عالية إلا انو قد يواجو صعوبة في فهم بعض الدصطلحات القانونية الدعقدة بشكل كامل، 
قدرة على استيعاب السياقات التي قد فقد يقتصر فهمو على الجوانب النصية فقط أو الدعلوماتية دون ال

، فكل ىذه القيود التقنية من شأنها أن 56تؤثر في تفستَ القوانتُ كالسياقات الاجتماعية أو التاريخية مثلا
تؤدي إلى تفستَات خاطئة أو غتَ دقيقة لشا يؤثر على موثوقية القرارات التي يتخذىا الذكاء الاصطناعي و 

 مصداقية أعمال لشارسي ىذه الدهن القانونية و شفافيتها.ىذا بالضرورة ينجر عنو عدم 
إذ يثتَ استخدام الذكاء الاصطناعي في الدهن القانونية العديد من : مسألة الاعتبارات الأخلاقية: 5.2.3

الدخاوف الأخلاقية أبرزىا الحماية الخصوصية للبيانات و ضمان الشفافية في عمل الخوارزميات و الحد من 
ابزاذ القرارات، و أهمها افتقار الذكاء الاصطناعي إلى الذكاء العاطفي كونو لا يدكنو تصنيف التحيز في 
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، و ىذا ما سيتًتب عليو 57الدشاعر و العقليات البشرية في واحدة من نقاط البيانات أو الدلفات الشخصية
نظمة ذكية من شانها  بالضرورة ضياع احتًام حقوق العملاء و حمايتها، فكل ىذا يتطلب تصميم و تنفيذ أ

كفالة الحقوق و احتًامها و الامتثال لكافة التشريعات الدتعلقة بالسرية و الخصوصية و الأمن السبراني و 
الدساواة و الشفافية بهدف معالجة ىذه الدخاوف و إضفاء الشفافية على القرارات الصادرة من ىذه 

 القانونية عن ىذه الأخطاء الدرتكبة. الأنظمة مبنية على أسس موثوقة لتفادي قيام الدسؤولية
إذ أن التفاعل الشخصي بتُ المحامتُ و العملاء ىو جانب حيوي من  : فقدان التفاعل البشري:6.2.3

التمثيل القانوني أو علاقة الدستشارين القانونيتُ بالعملاء أيضا، إلا انو و في ظل الاعتماد الدتزايد على 
ذا التفاعل و التواصل بينهم ما يؤدي حتما إلى فقدان أهمية الاستعانة تقنيات الذكاء الاصطناعي سيقل ى

 .58بهذه  الدهن القانونية بصفة نهائية و زوالذا
 . خاتمة: 4

تناولنا من خلال ىذا البحث مصتَ جانب من المجال القانوني في عصر الذكاء الاصطناعي و 
اهمة و دور التقنيات الذكية للذكاء الاصطناعي بالتحديد مستقبل الدهن القانونية، و أبرزنا من خلالو مس

في تقديم يد العون لذذه الدهن و في تطوريها، إذ عدت اليوم بدثابة الصديق و الشريك لذا التي لا يدكن 
الاستغناء عنها، كما أننا وضحنا كذلك خطورة و تغيتَ ادوار ىذه الدهن القانونية في ظل الاستخدام الدائم 

ر الذائل و الدتزايد و الدتسارع لذذه التقنيات و التطبيقات و الذي قد يؤدي إلى درجة لذا خاصة مع التطو 
 الاستيلاء عليها إذا ما توصل ىذا التطور إلى درجة التطور الخارق لذا.

و قد انتهى بحثنا بعدة نتائج منها الايجابية و السلبية  و التي تؤكد صحة فرضياتنا، نذكر منها 
 على وجو الخصوص3

وصلنا إلى أن ىناك العديد من تطبيقات الذكاء الاصطناعي الدختلفة الدستخدمة في المجال القانوني و ت-
 المحسنة لو.

استخدام الذكاء الاصطناعي في الدهن القانونية من شانو أن يغتَ طريقة تقديم الخدمات القانونية التقليدية -
 و جعلها أكثر تطورا و دقة و سهولة.

ناك العديد من الدول الرائدة في لرال استخدام تقنيات الذكاء الاصطناعي و بالدقابل توصلنا إلى أن ى-
ىناك العديد من الدول التي لا تزال جد متأخرة في ىذا المجال و لم تصدر قوانتُ مؤطرة لو بصفة عامة أو 

 حتى استخدامو في المجال القانوني بشكل خاص بدا فيها التشريع الجزائري.
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بالرغم من الإمكانيات التي لا برصى لاستخدام الذكاء الاصطناعي في الدهن القانونية، إلا انو  انتهينا انو-
في نفس الوقت يطرح برديات و إشكالات و لساوف عديدة في الدستقبل أبرزىا فقدان مكانة ىذه الدهن 

 القانونية و زوالذا.
خلصنا إلى تقديم بعض الاقتًاحات  و بناءا على ما ثم ذكره سابقا و ما ثم التوصل إليو من نتائج

 نوجزىا على النحو الأتي3
الدشرع الجزائري مواكبة كافة التطورات التكنولوجية و خاصة لرال الذكاء الاصطناعي باعتباره  لا من-

 التوجو الحديث بإصدار نصوص قانونية شاملة موضحة كافة استخداماتو بشكل من التفصيل نظرا لنجاعتو
 .و منسجمة مع القوانتُ و التشريعات الدولية و فعاليتو في تطوير كافة المجالات و تيستَىا

تضافر الجهود الدولية بالاتفاق و العمل سويا على وضع مبادئ و أسس واضحة بركم الاستخدام -
قية و الأمثل لتقنيات الذكاء الاصطناعي و خاصة في المجال القانوني و التًكيز على الدسائل الأخلا

 الإجراءات الأمنية و الخصوصية لضمان حماية حقوق الأفراد اثر استخدامو.
على لشارسي الدهن القانونية عدم التسرع في تطبيق الذكاء الاصطناعي دون القيام بحضور دورات تدريبية -

نونية و متخصصة في ىذا المجال ضمانا لاستخدامو بشكل فعال و لتفادي الوقوع في برمل الدسؤولية القا
 التعويض عن الأضرار الدرتكبة.

على لشارسي الدهن القانونية عدم الإفراط في استخدام أدوات الذكاء الاصطناعي لإضفاء الشفافية و -
 الدصداقية أكثر على أعمالذم و لعدم طمس روح النقد و التفستَ و التحليل الذي يديز أعمالذم.

لإعداد لزامتُ و قضاة  ل الدتخصصتُ في ىذا المجالتدرس من قب وضع مناىج على مستوى الجامعات-
 قادرين على تطوير ىذه التقنيات الذكية في الدستقبل.

 . الذوامش:5
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برديات قانونية و أخلاقية، جامعة - الأول الدوسوم بدستقبل الذكاء الاصطناعيالمحاماة، بحث مقدم في الدؤبسر الدولي
 .022، ص 012-020القاىرة، مصر،  ص 

 .00رضوان بن صاري، المجلة السابقة، ص   3
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الإجرائيةوالتدابير  الجنائية الشرعيةتأثير الذكاء الاصطناعي على   

The Impact of Artificial Intelligence on Criminal Legality and        

Procedural Measures 
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 الجزائر - مسيلة -كلية الحقوق والعلوم السياسية جامعة 

amara.amara@univ-msila.dz 

 

  

  :ملخص

تطورت الجريدة بشكل يثتَ القلق في أوساط المجتمعات والدول نتيجة الثورة التكنولوجية الرىيبة التي فرضها الذكاء 
الاصطناعي والاستعمال الواسع للؤنتًنيت، الشيء الذي خلق أنماط جديدة للئجرام وصور لم تكن معروفة، 

الجرائم وتكييف القوانتُ العقابية مع البيئة  وىذا ما دفع بالتشريعات إلى ضرورة التصدي لذذه الأنماط من
من أجل الجديدة التي أصبحت ترتكب فيها الجريدة، خاصة ما تعلق بتطوير مبدأ الشرعية الجنائية والإجرائية 

واستحداث آليات للمتابعة تنسجم وتواكب التقدم الذائل في استخدام أدوات  احتواء ىذا النمط من الجريدة
 .الذكاء الاصطناعي في ارتكاب الجرائم

مبدأ الشرعية  -تكنولوجيا الاعلبم والاتصال -الجريدة الدعلوماتية -الذكاء الاصطناعي الكلمات المفتاحية:
 ول.المحور الأ -الدراقبة الالكتًونية -الجنائية والاجرائية

Abstract:  
Crime has evolved in a concerning manner within societies and nations due to 

the tremendous technological revolution brought about by artificial intelligence and 

the widespread use of the internet. This has given rise to new patterns of criminal 

behavior, compelling legislators to address these emerging criminal trends and adapt 

penal laws to the new environment in which crimes are now committed. This is 

particularly relevant to the development of the principles of criminal and procedural 

legality to contain such crimes and establish new mechanisms for prosecution that 

align with the rapid advancements in the use of AI tools for criminal activities. 

Keywords: Artificial Intelligence – Cybercrime – Information and Communication 

Technology – Principle of Criminal and Procedural Legality – Electronic Surveillance 

– First Axis. 
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  مقدمة: .1
مثل الذكاء الاصطناعي وما فرضو في الواقع من تغيتَ كبتَ في أنماط الدعاملبت والتعاملبت في شتى 

قفزة نوعية ىامة في تغيتَ السلوك ونمط الحياة، حتى فرض ظهور المجالات، الددنية والتجارية وكل فروع القانون 
، والاستخدام الواسع للمنصات الرقمية الكبتَ التطور التكنولوجيأنماط جديدة من السلوكيات الاجرامية نتيجة 

عة في الغالب وقد يتخذ المجرم وسائل جد متطورة لارتكاب جرائمو معتمدا على الذكاء والسر  تتسم ىذه الجرائم
في التنفيذ عبر تقنيات الذكاء الاصطناعي، كل ذلك في ظل الانتشار الواسع للؤنتًنيت وتطور الدنصات الرقمية، 
لشا جعل الوسائل الدعتمدة في ارتكاب ىذا النوع من الجرائم تتميز بالدقة والخطورة من خلبل النتائج الدتولدة 

 عنها.

لتطور الجريدة واستحداث آليات جديدة لارتكابها وكذا إن ىذا الواقع الجديد والرىيب في نفس الوقت 
 احتواء ىذا النمط الجديدإلى ضرورة الاسراع إلى  لتشريعاتبا دفع ،انتشارىا الواسع بتُ أوساط المجتمعات

مواجهة ىذا النوع من الاجرام ولزاولة ادخال آليات وطرق كفيلة بردع الجريدة، في إطار العمل على تجريم ىذه و 
لتطوير تجسيدا  اوالقوانتُ الدكملة لذ وانتُ العقابيةقالوادخالذا في دائرة الأفعال الدنظمة في  السلوكياتل و الأفعا

يتوجب العمل ، وفي الدقابل من خلبل مواكبتو لذذه الدستجدات التي فرضتها الثورة الرقمية بدأ الشرعية الجنائيةم
على تطوير أساليب البحث والتحري والتحقيق واستخدام أدوات الذكاء الاصطناعي وتكييفها لفائدة الدسؤولتُ 
الدختصتُ بالدراقبة وقمع ىذا النوع من الجرائم، وىي خطوة من شأنها تطوير القدرات الفنية ومواجهة أخطر 

 وىو تحدي فرضتو الاستخدامات الخاطئةبأساليب متطورة، يذ دقة في التنفحتًافية و بو من ايتميزون المجرمتُ ما 
الم التقدم الرىيب في استعمال تكنولوجيات الاعلبم والاتصال والانتشار الواسع للشبكات الرقمية في ظل عو 

 أصبح رىينة للذكاء الاصطناعي.

 لستلف نشاطاتولقد دفع الاستخدام الواسع للعالم الرقمي والافتًاضي إلى تقليص دور الانسان في 
فسح المجال للآلة واعتماده في بعض الأحيان كلية على البرامج والتطبيقات في إدارة شؤونو،  الشيء الذي 

يتم ، و لأعمالأصبح وجودىا أكثر من ضرورة في تنفيذ لستلف االروبوتات إلى احتلبل مكانو والقيام بأدواره فو 
ىذه البرامج التي بالدهام بنفسها عن طريق لستلف البرلريات، تدكنها من القيام  ىا بتقنياتتزويد ذلك من خلبل

قد يصل بها الحد إلى درجة الاعتماد على  يعدىا الانسان ويزود بها الآلة التي تعتمد على توجيهات وتعليمات
 سوء استخدام لذذه البرامج وخروجها عن نطاقها الدعد لشا يؤدي إلى  نفسها وتطوير البرامج والاعتماد ذاتيا

ارتكابها لحوادث قد تصنف في دائرة سلفا، وبالتالي تصبح أفعالذا تشكل خطرا على الانسان من خلبل 
الدتابعة الجنائية  الشيء الذي يجعل ضرورة ضبط ىذا السلوك وادخالو في خانة الجرائم التي تستوجبالتجريم، 
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و آليات تنفيذ وتحديد نمط الدتابعة رورة الدسؤولية، بالتالي ضوتحديد الدسؤولية الجزائية وتحديد على من تقع 
 .وجبر لستلف الأضرارالعقوبة 

كل ىذه الدتغتَات التي فرضتها الثورة الرقمية جعلت التشريعات تسعى إلى التكيف مع ىذا الوضع 
صلة الجديد، وكان الدشرع الجزائري على غرار نظرائو من العلم مطالبا بمحاولة احتواء ىذه الصور من الجريدة الدت

تطوير مبدأ الشرعية الجنائية والإجرائية ليتماشى مع الدتغتَات العمل على سعى إلى ف بالذكاء الاصطناعي 
من أجل إيجاد الحاصلة والدتسارعة في السياسة الجنائية، من أجل خلق مناخ قانوني يتناسب مع الوضع الجديد، 

وتطبيق بعض القواعد  ،السلوكيات الدستحدثة وادخالذا في دائرة مبدأ الشرعية يضبط من خلبلو إطار تشريعي
ستَ النص التجريدي في والآليات التي تحكم ىذا الدبدأ خاصة من خلبل إعطاء فرصة وىامش أكبر للقضاة في تف

بتجريم كل أو احتوائو على عناصر غتَ مألوفة للقاضي، وفي ىذا الاطار قام الدشرع الجزائري  حالة غموضو
الدساس بأنظمة الدعالجة  من خلبل تحت عنوان خلبل قانون العقوبات الجرائم الدتعلقة بالأنظمة الدعلوماتية من
، الدعدل والدتمم لقانون العقوبات، وكذا اصداره لمجموعة من 59-48الآلية للمعطيات بموجب القانون رقم 

لدتضمن القواعد الخاصة للوقاية من الجرائم الدتصلة وا 48-=4النصوص القانونية ذات الصلة كالقانون رقم 
للوقاية من كل جريدة متصلة  ومكافحتها، والذي يدثل إطارا ىاما ولرالا خصبابتكنولوجيات الاعلبم والاتصال 

بالذكاء الاصطناعي، خاصة من حيث الجوانب الوقائية والاجراءات الدتعلقة بالدتابعة، ولم يكتف الدشرع بذلك 
د إطارا قانونيا ىاما في قانون الاجراءات الجزائية من خلبل استحداث طرق جديدة للبحث والتحري فقد أوج

 والدراقبة الالكتًونية اعتًاض الدراسلبت استحدا آلية من خلبل ،والتحقيق تعتمد على التطور التكنولوجي
ائل الخطتَة والدتطورة والتسرب، وىي اجراءات من شأنها مواكبة الوس وتسجيل الأصوات والتقاط الصور

لارتكاب الجريدة اعتمادا على التكنولوجيا الحديثة، وىذا ما يدثل تطورا تشريعيا ىاما لدبدأ الشرعية سواء الجنائية 
يتم التطرق إلى مدى تأثتَ استخدام الذكاء الاصطناعي في الحياة العامة أو الاجرائية، وفي ىذه الورقة البحثية 

ة الجنائية في التشريع الجنائي الجزائري، وتطبيق ذلك على قانون العقوبات والقوانتُ مدى تأثتَه على السياس
وذلك من خلبل التعريج في العالم الرقمي،  الحاصلة للمستجدات الدكملة لو، ومدى مواكبة السياسة الجنائية

لتي تتماشى وأشكال الاجرام المجرمة في قانون العقوبات والقوانتُ الدكملة لو وا والسلوكياتلستلف الأنماط  على
دثها الدشرع، قصد معرفة الأىداف من دراسة ىذا ة والوسائل التي استحفي العالم والرقمي، وتحديد صور الدتابع

 النوع من الجرائم وتحديد الإطار القاني الذي يحكمها.
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ت التي فرضها ما ىي أىم التأثتَاطرح الاشكال التالي ما ىي أىم  من خلبل ما سبق ذكره يدكن وتبعا
وىل يدكن احتواء الجرائم الدتصلة  ؟الذكاء الاصطناعي على كل من قانون العقوبات وقانون الاجراءات الجزائية

 بالذكاء الاصطناعي؟ وما ىي التحديات التي تواجو القوانتُ العقابية في ىذا الشأن؟

لبل عرض لستلف تستدعي الاجابة على ىذه الاشكالية الاعتماد على الدنهج الوصفي من خ
ومدى مواكبتها النصوص القانونية في ىذا الصدد، وتحليلها من خلبل تحديد الغاية من ىذه النصوص 

للتطورات الحاصلة في عالم الجريدة الدتصلة بالذكاء الاصطناعي وما فرضو الانتشار الواسع للتكنولوجيا وحلولذا 
، ومن الجريدة أثر تطورا وأكثر خطرا وأصعب متابعة لزل الانسان في الكثتَ من المجالات، الشيء الذي جعل

 تقسيم الورقة البحثية إلى المحاور التالية< ذلك يتم خلبل

 الجرائم الدتصلة بالذكاء الاصطناعي ومبدأ الشرعية -
 تطور مبدأ الشرعية مع الجرائم الدتصلة بالذكاء الاصطناعي -
 بالذكاء الاصطناعيالتدابتَ الاجرائية في مواجهة الجرائم الدتصلة  -

  الجرائم المتصلة بالذكاء الاصطناعي ومبدأ الشرعية .2

في ظل تطور نمط الجريدة التقليدية إلى جريدة تقنية في أساليبها وسريعة في نتائجها وخطورتها، ظل مبدأ 
بو ظهر الشرعية قائما قصد التصدي لدختلف الأنماط الدختلفة، متحديا التطور التكنولوجي الذائل والذي بموج

نوع لشيز من المجرمتُ متخذين من الذكاء الاصطناعي وسيلة لجرائمهم والتي أصبحت توصف بالدقة والسرعة في 
التنفيذ، الشيء الذي طرح علبقة مبدأ الشرعية بجرائم الذكاء الاصطناعي ومدى مسايرتو لذا من خلبل تفستَ 

من أجل استخلبص الأىداف الدتوخاة من النص وفهم روح النص الجنائي، والذي أصبح حتمية ملحة للقضاة، 
 التجريدي. 

 :مبدأ الشرعية ومجال تطبيقو .1.1

أنو  تعد الشرعية الجنائية الدبدأ العام التي تقوم عليها سياسة التجريم والعقاب وىي بذلك تستدعي يعرف
يجب حصر الجرائم والعقوبات في القانون الدكتوب، من خلبل تحديد الأفعال التي تعد جرائم وبيان أوصافها 

، وتقوم قاعدة شرعية 1مدتها وحدىاو وأركانها من جهة، ومن جهة أخرى تحديد العقوبات التي تقابل كل جريدة 
 .2بقانون "التجريم على مبدأ " لا جريدة ولا عقوبة ولا تدبتَ أمن إلا 

أن يجرم أفعالا غتَ منصوص عليها  في قانون من خلبل ىذا الدفهوم لدبدأ الشرعية لا يجوز للقاضي 
جنائي مكتوب ومقرر مسبقا في  ، كما لا يجوز لو توقيع العقاب من دون نصالعقوبات والقوانتُ الدكملة لو

القيام بعملية  وتجسيدا لدبدأ الشرعية لا يستطيع القاضي في إطار سعيو لتطبيق النص الجنائي ، القانون العقابي
في حالة غموض النص الجنائي أو في حالة وجود وقائع  القياس لاستخلبص الجريدة أو العقوبة على وقائع لشاثلة

شريعية أساسا في التجريم ، ومن خلبل ذلك تختص السلطة التغتَ منصوص عليها حرفيا في قانون العقوبات
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ا القانون، ومن ىذا الدنطلق خولذوالعقاب إلا ما اختصت بو السلطة التنفيذية في ىذا المجال وفي الحدود التي 
يجب على السلطة التشريعية أن تتوخى الدقة والوضوح في النص، الشيء الذي يدكن القاضي من تطبيق النص 

ا، وعليو فمبدأ الشرعية من أىم الدبادئ التي يقوم عليها قانون دون اىدار للحقوق أو الدساس به الجنائي
 العقوبات والذي يعتمد على النص الدكتوب.

 

 :دور القاضي في تطبيق النص الجنائي .6.6

بالدبدأ العام في قانون العقوبات  يتمثل العمل القضائي في تطبيق أحكام القانون الجنائي في الالتزام التام
مهما كانت لسالفة  وألا يدكن معاقبة أي شخص مهما كانت الأفعال التي ارتكبها  ، وبالتالي والشرعية الجنائية

، وىذا الدبدأ يتقرر من خلبل سعي الدشرع إلى وضع نماذج للجرائم نص يجرمها كإلا إذا كان ىنا للنظام العام
نموذج من الأفعال التي حصرىا  لكل ، ويقابلسلفا في قانون العقوبات والقوانتُ الدكملة لووالتصرفات المحضورة 

، فإذا ما ارتكبت وقائع لسالفة للنظام العام وعرضت وأعطى لذا وصف جريدة عقوبة تلبئمها وتتطابق مع وصفها
، فإذا كان حددىا سابقا في قانون العقوباتعلى القاضي فيقوم بمطابقة ىذه الأفعال والوقائع على النماذج التي 

التي حدثت والنماذج الدعدة من قبل الدشرع يحكم القاضي بالتجريم وإذا لم يحدث ىذا  ىناك تطابق بتُ الوقائع
 التطابق حكم بالإباحة.

إن القاضي في سعيو لتطبيق قانون العقوبات على الوقائع يقوم بعملية التكييف التي تتيح لو تحديد الجزاء 
العقوبة في سلطتو التقديرية مع التزامو بالإشارة في الجنائي والنظام الاجرائي، وتبعا لذلك فالقاضي ملزم بتطبيق 

، كل ذلك من أجل 3حكمو إلى العناصر التي تشكل السلوك الاجرامي الدرتكب، وإلى النص القانوني الدطبق
 توفتَ الحماية للؤشخاص وألا يسألوا إلا على الوقائع المجرمة.

 الجرائم المتصلة بالذكاء الاصطناعي وتطبيق مبدأ الشرعية .2.1
إن الدبدأ العام الذي يحكم القانون الجنائي ىو ذاتيتو واستقلبلو عن فروع القانون الأخرى خاصة من 
حيث الدصطلحات التي يستعملها، خاصة إذا كانت ىذه الدصطلحات تنسب إلى فروع أخرى من فروع القانون 

ظف العام والشيك لذلك ثار الأخرى كالقانون الددني والتجاري والإداري ومثال ذلك مصطلح الحيازة والدو 
الخلبف حول مدى استقلبلية القانون الجنائي أو تبعيتو خاصة من حيث الاستقلبل القاعدي لقواعد القانون 

، 4الجنائي وتبعا لذلك ظهرت ثلبث نظريات< نظرية التعبية الدطلقة ونظرية الاستقلبل الدطلق والنظرية التوفيقية
وقيام قانون العقوبات  علوم أخرى كعلم الحاسوب واستعمال التكنولوجيا وقد ثار نفس النقاش بمناسبة ظهور

ومن ىذا الدنطلق ظهرت نصوصا تعالج في فحواىا ىذه الجرائم ، باستعمال مصطلحاتها في السياسة الجنائية
والدراقبة الالكتًونية  كالدعالجة الآلية للمعطيات،  بمصطلحات غتَ تلك التي يستعملها الدشرع الجنائي

وتكنولوجيات الاعلبم والاتصال، ومن ىذا الدنطلق وجب على الدشرع مسايرة ىذا التطور في العالم الرقمي 
مع الجرائم الدتصلة بالذكاء الاصطناعي، كنمط جديد من الشرعية الجنائية  بما يتناسب الشرعية مبدأوتكييف 
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ليها في قانون العقوبات والقوانتُ الدكملة لو، وحتى لا يفلت الجناة من الأفعال التي يرتكبونها بحجة عدم النص ع
وبناء على ذلك اتجو العمل بتفستَ النص الجنائي خاصة في الحالة التي يكون فيها النص غامضا أو يحمل 

 تنطبق تداما على النصوص الجنائية، عملب بمبدأ روح النص والغاية التي أرادىا الدشرع من وضعوأوصافا لا 

 لنص الجنائيالاتجاه إلى تفسير ا .3.1
أول عملية يقوم بها القاضي عندما تعرض عليو قضية معينة ىو أن يقوم بتكييفها، وذلك لدعرفة مدى 
تطابقها مع النص التجريدي، كل ذلك يتم باستخلبص عناصر الواقعة من النص ولدا كان الغموض سمة ملبزمة 

التفستَ خاصة منو التشريعي من خلبل إعطاء  للنص في كثتَ من الأحيان أصبح لزاما على الدشرع القيام بعملية
بعد للنص القانوني واستخلبص مدلولاتو في ظل عدم وضوعو أو غموضو، وقد واجو القضاة عدة قضايا لم 
تتطابق مع النص ولعل أبرزىا طرحت على القاضي في فرنسا مسألة تتمثل في تناول الطعام في مطعم 

التفستَ الضيق للنص يتعارض وتطبيق العقوبة الدقررة للسرقة لانعدام  والانصراف دون دفع الثمن، ذلك أن مبدأ
عنصر الاختلبس لشيء لشلوك للغتَ، ولا يجوز تطبيق حكم النصب لانتفاء عنصر الدناورات الاحتيالية ولا حكم 

سي إلى خيانة الأمانة والتي تشرط تبديد شيء مسلم على سبيل عقد من عقود الائتمان، لشا أدى بالدشرع الفرن
، وىو نفس الأمر الذي قام بو الدشرع الجزائري في قانون 75;>5-;4-:5تجريم ىذا الفعل بالقانون 

من قانون العقوبات(، ونفس الشيء لمجموعة من الأفعال كمن يستولي  ::7العقوبات وجرم ىذا الفعل ) الدادة 
بعد سرقة على اعتبار تصرف الجاني فيها  على سيارة أو دراجة مؤقتا لاستعمالذا في النزىة فقط والتي اعتبرت

تصرف الدالك ولو لوقت قصتَ، ويتكرر الأمر حديثا بمناسبة الأفعال والوقائع التي أفرزىا الاستخدام الواسع 
للتكنولوجيا ومنو أثتَ التساؤل بشأن الاستلبء على البرامج والبيانات الدعالجة إلكتًونيا غتَ الدقتًن باختلبس 

ية، ويكمن الاشكال في مدى قابلية الدعلومات للسرقة، علما أن لذذه الجريدة تنصب على الأشياء أوعيتها الداد
فقط، وقد تردد القضاء الفرنسي قبل أن ينتهي إلى قيام السرقة في قضية سرقة عامل أسطوانة لشغنطة من مقر 

 .6الشركة ونسخ الدعلومات التي تحتويها ثم ردىا

 ائي: علة وغاية النص الجن . 4.1

في ظل التطور غتَ الدسبوق في عالم الانتًنيت واستخدام التكنولوجيا، أصبح لزاما على القاضي 
استخلبص عناصر التجريم من النص الجنائي، ذلك أن الدشرع يهدف من وراء النص التجريدي إلى تحقيق غاية 

من  8;6إلى  6:8نا الدواد من معينة ىي كفالة التنظيم القانوني لدوضوع معتُ عن طريق حمايتو، فإذا رجع
قانون العقوبات لصد أن الدشرع عاقب على كل الأفعال الداسة بسلبمة الجسم كالضرب والجرح، فتنص الدادة 

على جريدة اعطاء مواد ضارة، والذدف حماية حق الأفراد في سلبمة أجسامهم، ولكن فرضا أن الجاني لم  9;6
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رة بل نقل إليو جراثيم، وبالرجوع إلى النص لصد أن ىذه الأفعال لا تدثل يضرب المجتٍ عليو ولم يقدم لو مواد ضا
ضربا ولا جرحا وبالتالي عدم تجريدها، ولكن بالرجوع إلى علة النص وإلى الحق الذي تدخل القانون لحمايتو وىو 

إعطاء مواد الحق في سلبمة الجسد، ومنو يعد كل فعل يدس ىذا الحق يجب اعتباره من قبيل الضرب والجرح أو 
، وبناء على ذلك فقد كانت جائحة كورونا مناسبة للعمل بغاية النص الجنائي والعلة منو، ويثور التساؤل 7ضارة

أيضا من خلبل بعض أنماط الفتَوسات الالكتًونية التي تصيب الانسان في سلبمة جسده عن طريق الاشعاع 
، ىذا رغم أن التشريع الجنائي لم الخلبيا الحساسةسلبمة وأمن جسده خاصة الذي تحدثو نتيجة توجيهها ضد 

ينص صراحة على مثل ىذه الأفعال، ونفس الشيء ينطبق على السيارات ذات القيادة الذاتية أو اليخوت 
والطائرات في حال ارتكابها حوادث ذات وصف جنائي، وىنا يدكن القول بمسؤوليتها لجنائية التي تقع على 

ض الحالات لا يعرف الدالك وأن ىذه الآلة عملت على تطوير نفسها بنفسها من عاتق مالكها، ولكن في بع
خلبل البرامج الدزودة بها وأصبحت تعمل لصالحها، وىنا يدكن القول بتجريم كافة الأفعال التي ترتكبها ولكن 

 تسببها في وعلى من يقع التعويضات الناجمة على الأضرار التي تبقى مشكلة الدسؤولية الجزائية من يتحملها
 .بعض الأحيان

في ىذا الإطار جرم الدشرع الجرائم ذات الصلة بالذكاء الاصطناعي من خلبل تجريم الدساس بأنظمة 
الدعدل والدتمم ) الدراد  6448نوفمبر  54الدؤرخ في  59-48الدعالجة الآلية للمعطيات بموجب القانون رقم 

كما قام الدشرع بتجريم كل الجرائم الدتصلة بتكنولوجيات من قانون العقوبات(،   >مكرر 8=7مكرر إلى  8=7
الاعلبم والاتصال ومكافحتها، ونظرا لتعدد صور الجرائم الدتصلة بالذكاء الاصطناعي أحسن الدشرع بتحديد 
الجرائم الدتعلقة بهذه الأوصاف وجعل المجال مفتوحا للقاضي بحيث يدكنو استخلبص عناصر التجريم من الواقعة، 

بناء على القانون الدتعلق بالقواعد الخاصة للوقاية من الجرائم الدتصلة بتكنولوجيات الاعلبم والاتصال فتعد 
ومكافحتها الجرائم الدتصلة بتكنولوجيات الاعلبم والاتصال الجرائم الدتعلقة بالدساس بأنظمة الدعالجة الآلية 

أو يسهل ارتكابها عن طريق منظومة معلوماتية للمعطيات المحددة في قانون العقوبات وأي جريدة أخرى ترتكب 
 .8أو نظام للبتصالات الإلكتًوني

وعليو يدكن اعتبار أي فعل يرتكب عن طريق منظومة معلوماتية مهما كان وصفو الدهم أن الوسيلة التي 
وفق أحسن و  الجزائري تندرج ضمن مكونات الذكاء الاصطناعي، وفي ىذا الإطار نلبحظ أن الدشرع ارتكب بها

لدا عرف الجرائم الدتصلة بتكنولوجيا الاعلبم والاتصال وجعلها تندرج ضمن الجرائم الدتعلقة بالدساس بأنظمة 
 الدعالجة الآلية للمعطيات وكذا يدخل فيها كل الجرائم الدرتكبة عن طريق استعمال التكنولوجيا، الشيء الذي 

عندما  رائم الدتعلقة بالذكاء الاصطناعي، وعليويجعل للنص الجنائي علة وىدف واضح وىو لزاربة وقمع الج
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عن الدعتٌ الدعتٍ الذي تعطيو اللغة لكل لفظ،  فعلى القاضي أن يبحث تفستَ تلك النصوصتدعو الضرورة إلى 
 .9وقد يكون ىذا الدعتٌ الذي يعنيو الدشرع

 تطور مبدأ الشرعة مع تطور الجرائم المتصلة بالذكاء الاصطناعي .2

الشرعية الجنائية من خلبل قانون العقوبات الجزائري تطورا كبتَا بما يتلبءم مع ىذه الجرائم عرف مبدأ 
الدستجدة، ويرجع ذلك إلى النصوص القانونية الدستحدثة في قانون العقوبات والقوانتُ الدكملة لو والتي عالجت 

الدساس بأنظمة الدعالجة الآلية نمطا جديدا من الجرائم الدتصلة بالذكاء الاصطناعي والدتمثلة أساسا في 
مكرر 8=7مكرر إلى 8=7، ومن خلبل ذلك يدكن تفصيل الجرائم الدنصوص عليها بموجب الدواد 10للمعطيات

 على النحو التالي<من قانون العقوبات الدعدل والدتمم   >

 . جريمة الدخول أو البقاء غير المصرح بهما1.2

، 11مكرر من قانون العقوبات8=7بحيث تنص الدادة تتخذ ىذه الجريدة صورتتُ بسيطة ومشددة، 
ويتمثل السلوك الاجرامي في الدخول أو البقاء داخل الدنظومة الدعلوماتية دون تصريح، وذلك بالولوج إلى 
الدعلومات والدعطيات الدخزنة ذات الطابع الدعنوي وفي ىذا الإطار لم يحدد الدشرع الجزائري الوسائل التي ترتكب 

الجريدة، وتتحقق الجريدة بالدخول بطريقة مباشرة أو غتَ مباشرة كما لو تم عن بعد عن طريق شبكات بها ىذه 
الاتصال الدختلفة المحلية منها والدولية، خاصة في الحالة التي يفرض النظام قيودا للدخول أو تسديد مبالغ 

دج، مكا  644.444إلى  4.444:، وقد حدد الدشرع العقوبة ب بستة أشهر إلى سنتتُ وغرامة من 12مالية
عاقب الدشرع على المحاولة أيضا مع اشتًاط القصد الجنائي والذي يظهر أن الدشرع أراد القصد العام، وتشدد 
العقوبة إذا قام الجاني بالحذف أو التغيتَ أو التخريب في حالة الدخول أو البقاء غتَ الدصرح بهما بحيث تصبح 

دج مع اشتًاط توفر العلبقة  744.444إلى  544.444والغرامة من  العقوبة من سنة إلى ثلبث سنوات
السببية بتُ الدخول أو البقاء والظرف الدادي حتى تكون الجريدة عمدية وتتسم بظروف التشديد ما لم يثبت 

 الجاني عكس ذلك.

 . الجرائم الماسة بسلامة المعالجة الآلية للمعطيات1.2

التعديل أو الازالة عن طريق الغش للمعطيات بحيث تنص الدادة تتمثل ىذه الجريدة في الادخال أو 
من قانون العقوبات على أنو يعاقب بالحبس من سنة إلى ثلبث سنوات والغرامة من  5مكرر 8=7

دج كل أدخل بطريق الغش معطيات في نظام الدعالجة الآلية أو أزال أو عدل 6.444.444إلى  944.444
 .13ضمنها وىي أفعال تنطوي على التغيتَ والعبث بالدعطياتبطريق الغش الدعطيات التي يت
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 الجرائم الماسة بمصالح المعطيات .2.2

جرم الدشرع الجزائري لرموعة من الأفعال التي تصب في خانة التعامل في معطيات صالحة  بحيث    
من قانون العقوبات على أنو يعاقب  6مكرر8=7لأن ترتكب بها إحدى جرائم الدعطيات، حيث نصت الدادة 

دج كل يقوم عمدا وعن  9.444.444إلى  5.444.444بالحبس من سنة إلى خمس سنوات وبغرامة من 
يق الغش بتصميم أو بحث أو تجميع أو توفتَ أو نشر أو التجار في معطيات لسزنة أو معالجة أو مرسلة عن طر 

طريق منظومة معلوماتية يدكن أن ترتكب بها الجرائم الدنصوص عليها في قانون العقوبات، كذلك تعد جرائم في 
الدتحصل عليها من احدى الجرائم ىذا الصدد حيازة وإفشاء أو نشر أو استعمال لأي غرض كان الدعطيات 

الدنصوص عليها في قانون العقوبات، فمها كان الغرض والوسيلة الدتبعة لارتكاب تلك الجرائم تعبر مساسا 
، وقد يحصل وأن ترتكب أغلب الجرائم عن طريق الذكاء الاصطناعي مثل ما 14بأنظمة الدعالجة الآلية للمعطيات

، بحيث جرم جميع 645:15يونيو  =5الدؤرخ في 46-:5انون رقم من الق 56مكرر ;>نصت عليو الدادة 
 أشكال الأفعال الإرىابية التي يستخدم فيها الجاني تكنولوجيات الاعلبم والاتصال.  

 تكييف الشرعية الإجرائية مع الجرائم المتصلة بالذكاء الاصطناعي:  .3

الواسع لاستخدام الذكاء الاصطناعي استحدث الدشرع الجزائري نتيجة تطور أنماط الجريدة والانتشار 
وتكنولوجيات الاعلبم والاتصال ابتداء بتوسيع الاختصاص واستحداث القطب الجزائي الوطتٍ لدكافحة الجرائم 

، إلى استحداث اجراءات خاصة 6616مكرر 655الدتصلة بتكنولوجيات الاعلبم والاتصال وىذا وفق الدادة 
 <للبحث والتحري عن ىذه الجرائم ومنها

 :. تفتيش المنظومة المعلوماتية1.3

تقتضي متابعة الجرائم الدتصلة بتكنولوجيات الاعلبم والاتصال القيام بإجراء ىام يتمثل أساسا بتفتيش 
 بالبحث فييتعلق  السابق ذكره  48-=4انون رقم الدشرع بموجب الق واستحدثالدنظومة الدعلوماتية وىو اجراء 

صت الدادة الخامسة منو على أنو يجوز للجهة القضائية الدختصة والضبطية القضائية الدنظومة الدعلوماتية بحيث ن
الدخول بغرض التفتيش وفق الضوابط المحددة في قانون الاجراءات الجزائية ولو عن بعد إلى منظومة معلوماتية أو 

حوث عنها لسزة في منظومة جزء منها والدعلومات الدتمثلة في معطيات لسزنة فيها، وقد تكون ىذه الدعطيات الدب
معلوماتية أخرى وأن الدخول لذذه الدعطيات يتطلب الدخول إلى الدنظومة الأولى يجوز تدديد التفتيش على وجهة 
السرعة بعد إعلبم الجهة القضائية الدختصة مسبقا، وإذا تبتُ أن الدعطيات قيد البحث والتحري لسزنة في منظومة 

وطنية والكشف عن الدعلومات الأولى يتطلب تفتيش تلك الدنظومة، فهنا يدكن معلوماتية تقع خارج الحدود ال
الحصول عليها بمساعدة السلطات الدختصة الأجنبية في إطار الاتفاقيات الدولية ومبدأ الدعاملة بالدثل، وفي ىذا 
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ولة الدتواجد الصدد قد تفشل كل لزاولات الوصول إلى الدعطيات ذات الصلة في حالة غياب اتفاقيات مع الد
 بها النظام الدعلوماتي لشا يعرقل اجراءات التفتيش، واعطاء فرصة للجناة لمحو آثار الجريدة قيد الدتابعة.

كما يجوز تفتيش بعض الدنظومات الخاصة بتخزين الدعلومات بأي شكل من الأشكال، وفي إطار تفتيش 
الدعلومات يدكن للسلطات تسختَ ذوي الخبرة قصد الدنظومات الدعلوماتية وكذا تفتيش الدنظومة الخاص بتخزين 

 استغلبلذا في فعالية عملية التفتيش.

 <اعتراض المراسلات والتسجيل والتقاط الصور. 6.8

إن التطور الذي مس الجريدة وسائل ودقة ارتكابها وكذا سرعة تنفيذىا بتقنيات متطورة جعل الدشرع 
الجريدة خاصة تلك الدتصلة بالذكاء الاصطناعي، الشيء الذي دفع ينوع من الاجراءات التي تتخذ في مواجهة 

بالدشرع إلى استخدام تقنية اعتًاض الدراسلبت وتسجيل الأصوات والتقاط الصور كآلية متطورة لقمع الجريدة 
الدتصلة بالذكاء الاصطناعي وىو اجراء يناسب الوسائل الدتخذة في ارتكاب ىذه الأنماط والصور من الجرائم، 

 .الدكفول قانونا رغم ما يدثلو من ىذا الاجراء من مساس بحق الخصوصية
مة الدكالدات و المحادثات الخاصة أكثر الحقوق تعرضا للبعتداء نظرا للتطور ر الحق في ح  يعد مبدأ

 الذائل للوسائل والتقنيات الدتعلقة بالتنصت و التسجيل و بالتالي التعدي على الحياة الخاصة و سرية
،  وىذا ما يشكل خطرا على حرمة الحياة الخاصة ولكن ىذا الاجراء يعتبر قانونيا إذا كان تنفيذه 17الدكالدات

 متعلق بمناسبة جرائم خطتَة تتطلب اللجوء إلى ىذا الاجراء، مع التقيد التام بالإجراء الدصاحبة لتنفيذه.
معطيات سمح الدشرع للضبطية القضائية باعتًاض و إذا تعلق الأمر بجريدة الدساس بأنظمة الدعالجة الآلية لل

الدراسلبت والتقاط الصور وتسجيل الكلبم الدتفوه بو سواء في أماكن عامة أو خاصة و حتى داخل الدنزل وبدون 
 .18رضاه علم الشخص الذي لو الحق على الدسكن و دون

فقد أحاطو الدشرع بجملة من و نظرا لخطورة ىذا الإجراء ومساسو بحرمة الحياة الخاصة للؤفراد خاصة 
 الضمانات تتمثل في<

الجريدة الداسة بأنظمة الدعالجة الآلية للمعطيات يجب في إذا دعت الضرورة لاتخاذ ىذا الإجراء خاصة -
سواء تعلق  ،الحصول على إذن مكتوب من طرف وكيل الجمهورية يتضمن معلومات تتعلق بالإجراء الدراد اتخاذه

 الأمر باتصال أو التقاط صور و كذا الأماكن الدقصودة سواء سكنية أو غتَىا بالإضافة إلى الجريدة الدبررة لذلك.

و تكون مدة الإذن لزددة بأربعة أشهر قابلة للتجديد مع التزام ضابط الشرطة القضائية بالحفاظ على   
 .66-:4من قانون  ;مكرر  9:و  :رر مك 9:و  9مكرر  9:السر الدهتٍ و ىذا حسب الدواد 

 كما أن لضابط الشرطة القضائية تسختَ أي عون مؤىل لدى مصلحة أو وحدة أو ىيئة عمومية أو ىيئة
 .19التقنية خاصة مكلفة بالدواصلبت السلكية و اللبسلكية للتكفل بالجوانب
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لدناب لزضرا عن كل عملية اعتًاض أو و بعد الانتهاء من العملية يحرر ضابط الشرطة القضائية الدأذون لو أو ا
تسجيل الدراسلبت و كذا عن عمليات وضع التًتيبات التقنية وعمليات الالتقاط و التثبيت و التسجيل الصوتي 
أو السمعي البصري، و يذكر بالمحضر تاريخ و ساعة بداية ىذه العمليات و الانتهاء منها وتنسخ و تتًجم 

مكرر  9:جنبية عند الاقتضاء بمساعدة متًجم يسخر لذذا الغرض طبقا لنص الدادة الدكالدات التي تتم باللغة الأ
، وينطبق ىذا الاجراء على . و ىذا المحضر يودع في ملف الدتهم66-:4من القانون رقم  54مكرر  9:و  =

 لستلف الجرائم الدعلوماتية أو تلك التي ترتكب عن طريق الانتًنيت.
من القواعد الخاصة للوقاية من الجرائم الدتصلة بتكنولوجيات الإعلبم الدتض 48-=4وقد جاء القانون 

والاتصال بإجراء خاص يتمثل في الدراقبة الالكتًونية، وىو إجراء أشمل من اعتًاض الدراسلبت وتنفيذه يشمل 
ء على جميع البيانات والأنظمة الدعلوماتية ولستلف النشاطات التي يقوم بها الجنات ولا يقتصر ىذا الإجرا

الدراسلبت فقط، لشا يجعل الدراقبة تشكل مساسا بحرمة الحياة الخاصة، وىذا ما دفع بالدشرع إلى ربط تنفيذىا 
 بضمانات اجرائية خاصة، ولا يدكن تنفيذىا إلا بمناسبة الجرائم التالية<

ل فعل تتخذ ىذه الاجراءات للوقاية والحد من كل فعل من شأنو الدساس بأمن الدولة والتخريب وك -
 يعد عملب إرىابيا.

في حالة الحصول على معلومات من شأنها الشك في الاعتداء على منظومات معلوماتية وتكون  -
 النتيجة تهديد النظام العام ومؤسسات الدولة والاقتصاد الوطتٍ وكل ما يتعلق بالدفاع الوطتٍ.

القضائية، في الحالة التي  يتخذ ىذا الإجراء أيضا عندما تدفع إليو ضرورة التحريات والتحقيقات -
 يصعب فيها الوصول إلى الغرض الدراد من الدراقبة الالكتًونية.

كما يتخذ ىذا الاجراء في إطار تنفيذ طلبات الدساعدة القضائية الدولية بتُ لستلف الدول، وفي ىذا  -
ضائية الإطار يقوم بهذا الإجراء ضباط الشرطة القضائية بناء على إذن مكتوب من السلطات الق

 الدختصة وفق ما نصت عليو الدادة الرابعة من نفس القانون.

 :كآلية للكسف عن الجرائم المتصلة بالذكاء الاصطناعي  التسرب .2.3

أوجد الدشرع آلية   الدعلوماتية والجرائم الدتصلة بها ريدةالج الجرائم الدتصلة بالذكاء الاصطناعي ومنها لدتابعة
بموجبها يقوم ضابط شرطة قضائية آخر مكلف بتنسيق  ،تقنيات البحث والتحقيقالتسرب الذي يعتبر تقنية من 

عملية التسرب بهدف مراقبة أشخاص مشتبو فيهم وكشف أنشطتهم الاجرامية، و يتم ذلك بإخفاء الذوية 
 .20شريك الحقيقية بإيهامهم بأنو فاعل أو

الاجراءات الجزائية تحت عنوان< في و ىو الاجراء الدنصوص عليو في الفصل الخامس من قانون 
و تتيح عملية التسرب لضابط الشرطة القضائية  ،;5مكرر  9:إلى  55مكرر 9:بموجب الدواد  57التسرب

أن يستعمل ىوية مستعارة و يرتكب عند الضرورة الجريدة التي يتابعها دون أن تشكل ىذه الأفعال تحريضا على 
تناء أو حيازة أو نقل أو تسليم أو اعطاء مواد أو أموال أو منتجات أو كما يدكن للضابط اق  ،ارتكاب الجريدة
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كما يدكن أن يوضع تحت   ،وثائق أو معلومات متحصل عليها من ارتكاب الجرائم أو مستعملة في ارتكابها
أو  تصرف مرتكبي الجريدة وسائل ذات طابع قانوني أو مالي و كذا وسائل النقل أو التخزين أو الإيواء أو الحفظ

وقد أحاط الدشرع الجزائري ىذا الاجراء وربط تطبيقو  ،دون أن يتابع جزائيا من يسخر للقيام بالتسرب ،الاتصال
 بشروط تتمثل في<

الحصول على اذن مكتوب و مسبب و يشمل ىذا الاذن على الجريدة التي تبرر اللجوء إلى ىذا  -
 ية تحت مسؤوليتو.الاجراء و ىوية ضابط الشرطة القضائية الذي تتم العمل

( أشهر قابلة للتجديد 8كما يحدد الاذن مدة عملية التسرب التي لا يدكن أن تتجاوز أربعة )  -
 حسب مقتضيات التحري أو التحقيق.

إذا تم تجاوز الددة أو عدم التمديد يدكن العون الدتسرب مواصلة العملية دون أن يكون مسؤولا  -
 ( أشهر. 8بعة )جزائيا، على ألا يتجاوز ذلك مدة أر 

كما أوجب القانون عدم اظهار الذوية الحقيقية لضابط أو عون الشرطة القضائية الذين باشروا  -
عملية التسرب تحت ىوية مستعارة في أي مرحلة من مراحل الاجراءات، وإذا ما تم الكشف عن ىويتهم فإن 

 9:زائيا وفق العقوبات الدقررة في الدادة من يكشف عن ىوية الضابط أو أعوان الشرطة القضائية يتم متابعتو ج
 .66-:4من القانون رقم  :5مكرر 

بعد الانتهاء من عملية التسرب يتم تحرير لزضر يتضمن تقريرا عن ىذه العملية من طرف ضابط  -
 الشرطة القضائية، كما يجوز سماعو كشاىد عن العملية.

اب جريدة ربط الدشرع تطبيقو في حدود ضيقة ىذا الاجراء رغم كونو يحمل في طياتو تحريضا على ارتك
و جرائم لزددة منها جريدة الدساس بأنظمة الدعالجة الآلية للمعطيات و ىذا ما يبرر حرص الدشرع على 

 مكافحتها بشتى الطرق.
أن الدتتبع لذذه الاجراءات يجدىا تعتمد على تقنيات جد متطورة تساير التطور الحاصل في ارتكاب 

إلى الاجراءات الأخرى التي استحدثها الدسرع خاصة فيما يتعلق بالتزامات مقدمي الخدمات في  الجريدة، يضاف
من القانون  55لرال مساعدة السلطات وكذا حفظ الدعطيات الدتعلقة بحركة الستَ وفق ما نصت عليو الدادة 

مي خدمة الأنتًنيت، وىو ات الخاصة بمقدمن نفس القانون فيما يتعلق بالالتزام 56وكذا الدادة  48-=4رقم 
اجراء مثل قفزة نوعية في مبدأ الشرعية الاجرائية ويعتبر اضافة ىامة لقانون الاجراءات الجزائية والذي من خلبلو 
قد يتم احتواء الجريدة الدتصلة بالذكاء الاصطناعي والذي كان سببا في دفع الدشرع إلى مواكبة التطور الحاصل في 

 وسائل ارتكاب الجريدة.

 خاتمة: .5

إن الوضع الدستجد الذي فرضو التطور الرقمي من خلبل تنامي الجريدة الالكتًونية وسهولة ارتكابها 
وبطرق جد متطورة، جعل من الصعوبة بما كان لزاربتها أو احتوائها، الشيء الذي دفع بالتشريعات إلى لرابهة 

ناتجة عن الانتشار الواسع للذكاء ىذا التحدي ولزاولة تطوير مبدأ الشرعية وجعلو يستوعب كل ىذه الصور ال
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يدكن القول أن  ونتيجة لذلك ،الاصطناعي وما يتًتب عليو من تطبيقات قد تخرج عن الإطار الذي أعد من
سمة قانون العقوبات والنصوص الدتعلقة بو ىي التطور ومواكبة لستلف التحديات الجديدة والدستحدثة والتي 

 والتي مست جميع القطاعات، وعليو فإن الدشرع الجزائري ساير ىذا التطورولدتها الثورة التكنولوجية الواسعة 
الدتسارع والناجم عن انتشار الأنتًنيت وجرم كل الأفعال والتصرفات ذات الصلة بمخالفات وتجاوزات استعمال 

نة بتُ الحق في وحفظها وتخزينها، في إطار الدواز  الدتعلقة بالدعالجة الآلية للمعطيات التكنولوجيا وكل الدسائل
الخصوصية والحق في سرية بعض الدعلومات بالنظر لأهميتها أو تعلقها بمجال معتُ من الأعمال والنشاطات، 

واتجو  ،والتي يؤدي الكشف عليها أو الاطلبع عليها بغتَ وجو حق إلى إلحاق أضرار بمالك ىذه الدعطيات
 ات الاعلبم والاتصال.يعتمد تنفيذه على تكنولوجي الدشرع إلى تجريم كل سلوك 

ونتيجة لذلك أصبح تطبيق ىذه النصوص والاسراع في تطويرىا بما يتناسب وحجم التطور الرقمي أكثر 
أصبح تفستَ النصوص الجنائية من طرف القاضي أكثر من ضرورة لاحتواء أغلب  من ضرورة، ولذذا الغرض

ألا يهدر ل من ىذا التفستَ لا يدس بالحريات و ، مع اعتماد أسلوب يجعالجرائم ذات الصلة بالذكاء الاصطناعي
ة، نتيجة التوسع في تفستَ النصوص، وفي ىذا الخصوص يدكن الوصول إلى النتائج حقوق الأفراد وقرينة البراء

 التالي<

لقد جرم الدشرع جميع أشكال الجرائم الدتعلقة بالذكاء الاصطناعي وأدخل في مفهوم الجريدة كل ما  -
تكنولوجيا في تنفيذ الأفعال الإجرامية، خاصة وأن الدشرع ربط ارتكاب أغلب يتعلق باستخدام ال

أبحت  رائم الإرىابية والتخريبية والتيالجرائم باستخدام الأنتًنيت كجرائم الصرف وتبييض الأموال والج
 وىو تطور ىام في الشرعية الجنائية. ترتكب بأدق التقنيات وأسرعها

يستحدث تقنيات ذات طابع فتٍ لدتابعة ىذه الجرائم  بتطوير مبدأ الشرعية بل الدشرع لم يكتف  -
وقمعها تتمثل أساسا في التفتيش الالكتًوني للمنظومات الدعلوماتية والدراقبة الالكتًونية، واعتًاض 
الدراسلبت السلكية واللبسلكية والتقاط الصور وتسجيل الأصوات، وىي تقنيات حديثة جدا 

وذوي دراية باستعمال ىذه الوسائل، وىي قفزة نوعية من أجل العمل على تمد على فنيتُ وتنفيذىا يع
 نيزمات الدستخدمة في ىذا الشأن.يكاتطوير مبدأ الشرعية الاجرائية من خلبل الد

في إطار الدواجهة والتصدي للجرائم الدتصلة بالذكاء الاصطناعي أصدر الدشرع لرموعة من التشريعات،  -
ون العقوبات أو القوانتُ الدكملة لو وىذه النصوص تتسم بالغزارة والتنوع من خلبل سواء في قان

الأحكام التي تحتويها، والاجراءات الذامة التي تضمنتها، وىو ما يدثل إرادة وتصميم من طرف الدشرع 
 على قمع تلك الجرائم.

ر الواسع للؤنتًنيت العمل تستدعي التأثتَات التي فرضتها تكنولوجيات الاعلبم والاتصال والانتشا -
على التًكيز على الجانب الوقائي، من خلبل التحكم في التكنولوجيا والاستعمال العقلبني لذا ومنع 

 استخدامها فيما يخالف التشريعات والقوانتُ، وكذا الدبادئ والقيم.
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ات والأعمال، إن الدعطيات الجديدة التي فرضها الذكاء الاصطناعي وضرورة استخدامو في شتى النشاط -
يفرض على المجتمعات لزاولة التكيف مع ىذا الواقع، ولا يكون ذلك إلا بإدخال على البرامج 
تغيتَات من شأنها التكوين في الذكاء الاصطناعي سواء في الدؤسسات التعليمية، أو في الدؤسسات 

لكل ما يتصل بالذكاء  ، وترشيد الاستخدام الحسن والفعالالخاصة بالعمل من خلبل البرامج التكوينية
  الاصطناعي.

يبقى العمل متواصلب من أجل احتواء جميع الجرائم الدتصلة بالذكاء الاصطناعي وتكييف مبدأ الشرعية 
مع لستلف التطورات الحاصلة، والعمل على الوقاية أكثر من أجل منع وقوع ىذه الجرائم واحتوائها قبل انتشارىا 

   وىياكل الدولة، من خلبل الحملبت التوعية لكل أطياف المجتمع.ا بمكونات المجتمع ومساسه
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 . الهوامش:5

                                                           

مت، طبعت، 2002ضلُمان عبذ الله، طبعت  - 1 ، شزح قاهون العقوباث الجشائزي القطم العام، الجشء الأول، الجزٍ

تدًوان المطبوعاث   77الجشائز، ص  -بً عكىون  -الجامعُت، الطاحت المزكشٍ

، ًخضمً قاهون 6966ًوهُو  8المؤرخ في  656-66كزص هذا المبذأ في المادة الأولى مً قاهون العقوباث رقم  - 2

ذة الزضمُت عذد  خ 99العقوباث الجزٍ  6966ًوهُو  66، الصادرة بخارٍ

م -العقوباث الجشائزي، الجشء الأول ،شزح قاهون 6992ضلُمان بارش، طبعت  - 3 مطبعت عمار قزفي،  -شزعُت الخجزٍ

 28باجىت الجشائز، ص 

، الحماًت الجشائُت للمال العام، دراضت مقارهت، دار هومت لليشز 2005عبذ الله صفو الذلُمي هوفل علي، طبعت  - 4

عت الجشائز،  ص  ع، بوسرَ  وما بعذها 659والخوسَ

، الوجيز في القاهون الجشائي العام، الطبعت الزابعت، دار هومت للطباعت واليطز 2007 أحطً بوضقُعت،  طبعت - 5

ع، الجشائز، ص   66والخوسَ

 62أحطً بوضقُعت، الوجيز في القاهون الجشائي العام، المزجع الطابق، ص  - 6

 606ع، الجشائز، ص ، شزح قاهون العقوباث الجشائزي، الشزكت الوطىُت لليشز والخوس6976َرضا فزج، طبعت  - 7

، ًخضمً القواعذ الخاصت للوقاًت مً الجزائم 2009غشذ  5المؤرخ في  09-09مً القاهون رقم  2أهظز المادة  - 8

ذة رضمُت عذد  خ 97المخصلت بخكىولوجُاث الاعلام والاجصال ومكافحتها، جزٍ  2009غشذ  66، الصادرة بخارٍ

خ الطبع،  شزح قاهون العقوباث القطم العام، المجلذ الأول، الطبعت الثالثت،  حطني  - 9 محمود هجُب، بذون جارٍ

 629ميشوراث الحلبي الحقوقُت بيروث لبىان، ص 

 20المؤرخ في  27-06المعذل والمخمم بالقاهون رقم  2009هوفمبر  60المؤرخ في ، المؤرخ في 65-09القاهون رقم  - 10

ذة رضمُت عذد 2006دٌطمبر ضىت  خ 89، جزٍ ، والمعذل والمخمم بموجب القاهون 2006دٌطمبر  29، الصادرة بخارٍ

ل  28، المؤرخ في 06-29رقم  ذة رضمُت عذد 2029أفزٍ خ 70، جزٍ ل  70، الصادرة بخارٍ  2029أفزٍ

ل 28، المؤرخ في 06-29عذلذ بالقاهون رقم  - 11 ذة رضمُت عذد 2029 أفزٍ خ 70، جزٍ ل  70، الصادرة بخارٍ أفزٍ

2029 
خزوبي عفاف، الحماًت الجىائُت لمعطُاث الحاضب الآلي، مذكزة جخزج لىُل إجاسة المذرضت العلُا للقضاء،  - 12

 26، ص 2007-2060

بيرحي، الجشائز، ، قاهون العقوباث في ظل الممارضت القضائُت، ميشوراث 2006-2005بوضقُعت أحطً،  طبعت  - 13

 685ص 

، الحماًت الجىائُت لمعطُاث الحاضب الآلي في القاهون الجشائزي والمقارن، دار الجامعت 2008خلُفت محمد، طبعت  - 14

ت، ص   260الجذًذة، الاضكىذرٍ

، والمخضمً 6966ًوهُو  8المؤرخ في  656-66، ًخمم الأمز رقم 2066ًوهُو  69المؤرخ في  02-66رقم  القاهون  - 15

ذة الزضمُت عذد  خ 77قاهون العقوباث، الجزٍ  2066ًوهُو  22، الصادرة بخارٍ

ذة والمخضمً قاهون الاجزاءاث الجشائُت، ج 655-66ًخمم الأمز  2026غشذ  25المؤرخ في  66-26الأمز رقم  - 16 زٍ

خ 65رضمُت عذد   2026غشذ  26، الصادرة بخارٍ

الحماًت الجىائُت لحق الخصوصُت، رضالت دكخوراه غير  ،2067 -2062طبعت  ،أشزف حامذعبذ الشافعي  - 17

 66، ص القاهزة كلُت الحقوق ميشورة، جامعت 

ع ، 2008طبعت أحمذ شوقي الشلقاوي،  - 18 الجشائزي الجشء الثاوي، الطبعت مبادئ الاجزاءاث الجشائُت في الدشزَ

 657الزابعت، دًوان المطبوعاث الجامعُت الجشائز ، ص 
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، الطبعت الأولى -مقارهت دراضت-حق الخصوصُت في القاهون الجىائي ، 2006طبعت ، علي أحمذعبذ الشعبي  - 19

 وما بعذها 577المؤضطت الحذًثت للكخاب، لبىان، ص 

محاضزاث في قاهون الاجزاءاث الجشائُت، دون طبعت، دار الهذى عين ملُلت،  2062طبعت  خلفي،عبذ الزحمً  - 20

 75ص 
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Abstract : 

   Depends State capacity On protection Human rights effectively 

interrelate existing Inter-institutional Strong democracy and decision-making 

mechanisms at In itand independent judiciary The neutral who ensures the rule of law 

in general, and Human rights are that freedoms and fundamental rights that every 

individual in the world enjoys, Which Preserve and protect the inviolable dignitytoh, 

regardless of race, gender or ageor The religion that follows itor language, nationality 

or any other characteristic attributed to him, and these rights create Fundamental 

freedoms are obligations that oblige states to respect, And its protection and 

implementation, and when it is not done In compliance with these obligations, affected 

parties have the right to seek legal recourse to obtain redress for any violations. For 

her, where Studying the relationship between artificial intelligence and human rights is 

essential to understanding ways to reconcile technological progress with ensuring 

human dignity, While artificial intelligence promises to create opportunities to enhance 

rights,Such as the right to privacy and unrestricted freedom of expression Misuse can 

have profound negative effects and long-term. 

Keywords : human rights, artificial intelligence, right to privacy, rights, violations 
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Introduction : 

 In light of the digital revolution the world is witnessing, artificial intelligence 

has become one of the most prominent technological developments that has reshaped 

various aspects of human life. Artificial intelligence has transcended the limits of 

technological luxury to become an effective tool used in the health, education, security, 

and economic sectors, Despite these significant advantages, the use of artificial 

intelligence raises serious human rights concerns, from privacy violations to biased 

decision-making, to undermining the principles of justice and equality and freedom of 

expression. 

The problem: 

 The problem is the studyin What are the repercussions?Artificial intelligence 

ony human rights and that International conventions called for its protection ? 

Research objectives and methodology Followed: 

 The objective of This study To analyze the relationship between artificial 

intelligence and human rights, highlighting the positive aspects that may contribute to 

enhancing rights, reviewing potential challenges and risks, and discussing proposed 

legal and regulatory frame works to protect fundamental rights in the context of rapid 

technological developments,  As In this research, I followed the descriptive analytical 

approach in explaining the nature of artificial intelligence And its features,And also 

explaining the nature of rightsHuman and influenceAI on it. 

 To answer the problem raised and to achieve the research objectives, the 

following plan was followed: 

Section One : Artificial Intelligence and Human Rights 

First requirement : Artificial intelligence and its features 

The second requirement : human rights 

Section Two : The Implications of Artificial Intelligence on Human Rights 

First requirement : Artificial intelligence and the right to privacy 

The second requirement : Artificial intelligence and freedom of expression 
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Section One : Artificial Intelligence and Human Rights 

First requirement: Artificial intelligence and its features 

The first branch: identificationartificial intelligence 

Artificial intelligence is one of the most prominent forms of technological progress 

that humans have always sought to achieve since ancient times, as the idea of 

developing systems capable of analysis and making autonomous decisions goes back 

to ancient concepts that date back to For years past,At the beginning of the twenty-first 

century, these visions began to turn into a tangible reality thanks to the development of 

modern technologies capable of performing multiple tasks autonomously, although 

they are still in their early stages of maturity, As with any major technological 

transformation, AI applications have dual effects,It provides promising opportunities 

to improve the lives of individuals and enhance their ability to enjoy their basic rights, 

while at the same time posing serious challenges, especially with regard to protecting 

public rights and freedoms in light of the rapid development and modernity of use and 

Despite the growing importance of artificial intelligence in our digital age, there is no 

unified or comprehensive definition of this concept. 

 Artificial intelligence is viewed as a multidisciplinary field rather than a term that 

can be limited to a precise and clear definition,The definitions offered for it have 

varied according to the academic angle, applicableWhile it is treated in computer 

science as a means of developing intelligent systems, we find that it has cognitive 

extensions in other fields such as psychology, neuroscience, cognitive science, 

philosophy, linguistics, probability, and logic.  

Accordingly,asArtificial intelligence as a field of knowledge is divided into a group 

of overlapping branches,yourMachine learning, robotics, neural networks, computer 

vision, as well as natural language processing and audio
1
. 

There are many Definition sartificial intelligenceThis Given the diversity of its 

fields and the variety of its study angles, one of the most prominent of these definitions 

is that provided by John McCarthy, one of the founders of this field, where he defined 

artificial intelligence as “the science and engineering of creating intelligent machines, 

especially intelligent computer programs.”  
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He explained that artificial intelligence is closely related to the attempt to use 

computers to understand human intelligence, while emphasizing that this field should 

not be limited to observable biological models and methods, but can be based on 

alternative approaches to simulating human intelligence by non-biological means.
2
 

A scustomh Some that artificial intelligencehe "The science and engineering of 

designing intelligent machines, particularly intelligent software used in computers." 

This definition is linked to the pursuit of using computers as a tool for understanding 

the mechanisms of human intelligence, emphasizing that artificial intelligence should 

not be restricted by observable biological methods or processes, but can adopt 

independent models and techniques that mimic intelligence in non-biological ways.
3
 

 While others defined it as "the ability of a computer or computer-assisted robot 

to process information and reach conclusions in a manner similar to the thinking 

process of humans in learning, decision-making, and problem-solving."
4
  

However, when we talk about artificial intelligence in general,We often refer to 

artificial intelligence in its narrow sense, as it is the most widely used at the present 

time. Therefore, the definition of artificial intelligence can be limited to a group of 

specialized applications that are used to perform pre-defined operations, such as image 

recognition, managing self-driving vehicles, creating files, and other tasks that require 

intelligent intervention to perform certain tasks according to specific requirements.. 

The second branch: features artificial intelligence 

For The diversity of forms of artificial intelligence, cannotus Denying its 

essential role in our daily lives, some of its applications have become so popular that 

some no longer consider them “artificial intelligence” due to their continued use and 

integration into our daily lives, For example, search tools such as “Siri” have become 

Siri and Alexa are common elements in our interaction with smart devices. 

 This technological development is not limited to changing the way we perform 

our daily tasks or how we communicate with others, but it extends to affecting our 
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self-perceptions about the nature of human intelligence and our role in using these 

technologies.
5
 

This does not prevent this modern technology, which has changed the facts of 

human life, from having advantages, whether positive or negative, which the human 

mind works to reduce and remedy, such as : 

Less Room for Errors:As decisions taken by a machine are based on previous records 

of data and the set of algorithms, the chances of reducing errors, this is an 

achievement, as solving complex problems that require difficult calculation, can be 

done without any scope of error. 

Right Decision Making:The complete absence of emotions from a machine makes it 

more efficient as they are able to take the right decisions in a short period of time, The 

best example of this is its use in healthcare, the integration of AI tools in the healthcare 

sector has improved the efficiency of treatments by minimizing the risk of false 

diagnosis. 

Implementing AI in Risky Situations 

Certain situations where human safety is vulnerable, machines that are fitted with 

predefined algorithms can be used, nowadays scientists are making use of complex 

machines to study the ocean floor where human survival becomes difficult. This is one 

of the biggest limitations that helps to overcome. 

Can Work Continuously:Unlike humans, the machine does not get tired, even if it 

has to work for consecutive hours, this is a major benefit over the humans, who need 

rest time to time to be efficient, however in the case of machines, their efficiency is not 

affected by any external factor and it does not get in the way of continuous work. 

The disadvantages of AI: 

Expensive to Implement:When combining the cost of installation, maintenance and 

repair, AI is an expensive proposition, those of who have huge funds can implement it, 

however, businesses and industries that do not have funds will find it difficult to 

implement AI technology into their processes or strategies. 

Dependency on Machines:With the dependency of humans on machines increasing, 

we're headed into a time where it becomes difficult for humans to work without 

 
 



73 
 

theassistance of a machine, we've seen it in the past and there's no doubt we'll continue 

seeing it in the future, our dependency on machines will only increase, as a result, 

mental and thinking abilities of humans will actually decrease over time. 

Displace Low Skilled Jobs:This is the primary concern for technocrats so far, it is 

quite possible that AI will displace many lowskilled jobsAs machines can work 24/7 

with no break, industries prefer investing in machines as to humans, as we are moving 

towards the automated world, where almost every task will be done by the machines, 

there is a possibility of large-scale unemployment, a real-time example of this is the 

concept of driverless cars, if the concept of driverless cars kicks in, millions of drivers 

will be left unemployed in the future. 

Restricted Work:AI machines are programmed to do certain tasks based on what they 

are trained and programmed to do, relying on machines to adapt to new environments, 

be creative and thinking out of the box will be a big mistake, this is not possible 

because their thinking zone is restricted to only the algorithms that they have been 

trained for 
6
. 

The second requirement: human rights 

The first branch: What are human rights?  

Human rights are fundamental entitlements that belong to every individual by 

virtue of being human, irrespective of race, gender, nationality, ethnicity, language, 

religion, or any other status. 

 These rights include the right to life and freedom, protection from slavery and 

torture, freedom of expression and opinion, as well as the rights to work and 

education, among others, they are universally applicable and must be upheld without 

discrimination
7
. 

International human rights law delineates the obligations of states to take 

specific actions or refrain from certain conduct in order to protect and promote the 

human rights and fundamental freedoms of individuals and groups. The foundation of 

this legal framework is established in the Charter of the United Nations
8
and the 

Universal Declaration of Human Rights, which were adopted by the General Assembly 

in 1945 and 1948, respectively.  

 
 
 

 

https://www.bbntimes.com/technology/leveraging-the-power-of-machine-learning
https://www.bbntimes.com/society/6-things-every-hr-professional-should-know
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Since that time, the United Nations has progressively expanded this legal 

framework to encompass specific protections for women, children, persons with 

disabilities, minorities, and other marginalized groups, ensuring their right to be free 

from the discriminations that were once prevalent in many societies
9
. 

Second section: Human Rights Council 

A series of international human rights treaties and other instruments adopted 

since 1945 have expanded the body of international human rights law
10

. 

The General Assembly established the Human Rights Council on March 15, 

2006, to serve as the principal intergovernmental body responsible for human rights, 

replacing the United Nations Commission on Human Rights, which had functioned for 

six decades, The Council reports directly to the General Assembly and is tasked with 

the global promotion and protection of human rights, addressing violations, offering 

recommendations for their resolution, and responding to human rights emergencies
11

. 

The second branch: Human Rights Field 

All peopleFreeAnd equal and enjoyWith the same rightsand are required to treat 

each other in a spirit of human solidarity, And for every human being The right 

toEnjoy all the rights and freedoms stipulated in National legislation and international 

conventions, And Without discrimination of any kind, in particular discrimination 

based on race, colour, sex, language, religion, political or other opinion, national or 

social origin, property, birth or other legal or social status, discrimination based on the 

political, legal or international status of the country or territory to which a person 

belongs is prohibited, whether was fully sovereign or had other existing forms of 

sovereignty
12

, Which is classified into several fields or areas, which we mention as 

follows: 

1- The fieldCivil and political:The International Covenant on Civil and Political 

Rights was adopted by the United Nations General Assembly in 1966, and entered into 

force on March 23, 1976.TIt is one of the most prominent binding international treaties 

that address human rights in detail. 

  The Covenant consists of a preamble and 53 articles distributed over six parts, 
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and it includes a list of rights that is broader and more precise than those contained in 

the Universal Declaration of Human Rights, butMore than thatIt included new rights 

not covered by the Universal Declaration, in several articles such as: Materials10, 11, 

12, 13, 14, 17, 20, 24, and 27.
13

 

And The third part is the most important part, that defines civil and political 

rights such as the right to: Life is the right of the law to protect it.  No one may be 

arbitrarily deprived of his life, and no one may be sentenced to death.  

Death penalty except in the most serious crimes,and freedom Mobility And 

choose Place of residence, the right to equality before the law without discrimination 

And the principle No dragy What no punishment shall be imposed except by a 

provision of the law, and every human being has the right to be recognized as a person 

before The law and also the sanctity of private life, freedom of thought, conscience 

and religion, and freedom expression,The right to peaceful assembly and establishment 

as sociations and unions,But Political rights, for example, the right of citizens to run 

for officeand the electionAnd take over Jobs Gender equality, and the inadmissibility 

of discrimination between individuals on the basis of colour or gender or Religion, 

language, political thought, and the non-retroactivity of criminal laws
14

 

2- The field Economic, social and cultural:The International Covenant on Economic, 

Social and Cultural Rights is one of the cornerstones of the international human rights 

system, and was adopted by the United Nations General Assembly on December 16, 

1966, entered into force January 3, 1976, under Article 27 of the Charter of the United 

Nations. 

 It is a multilateral international treaty that obliges the States Parties to it to work 

to ensure the effective enjoyment of economic, social and cultural rights for all 

individuals, without discrimination, by July 2011, it was more than 160 countries have 

ratified the Covenant, while six other countries have merely signed it without ratifying 

it. 

 This covenant includes a number of basic rights.
15

yourThe right to workto,The 

right to an adequate standard of living The right to the enjoyment of the highest 
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attainable standard of physical and mental health The right to education, The right to 

participate in cultural life and to enjoy the benefits of scientific progress
16

 

3- Fieldcollective rightsandSolidarity: Collective or solidarity rights emerged as a 

response to the short comings of the first and second generations of rights in dealing 

with contemporary global challenges, such as globalization, global poverty, climate 

change, technological dominance, and the disparity between developing and developed 

countries. 

  It is also known as the third generation of human rights, as it is not granted to 

the individual in his personal capacity alone, but rather relates to the rights of groups 

and peoples, and requires solidarity and cooperation between states to ensure its 

realization
17

. 

Section Two: The Implications of Artificial Intelligence on Human Rights 

Artificial intelligence can contribute to the advancement of human rights in 

several ways, such as improving the quality of healthcare through early diagnosis, 

expanding access to education through smart platforms, and improving the efficiency 

of justice systems Protecting individual privacy in an age of unrestricted information 

exchange,Supporting freedom of expression by enabling individuals to easily access 

information, andThe right to know how to use Their data. 

First requirement: Artificial intelligence and the right to privacy 

 The individual's freedom not to disclose his personal information and to keep 

everything related to his private life is one of the basic freedoms that has received 

great attention and has been enshrined in most international covenants and national 

constitutions. The right to privacy is a right recognized in the Universal Declaration of 

Human Rights, the International Covenant on Civil and Political Rights, the European 

Convention on Human Rights, the American Convention on Human Rights, and other 

international covenants.
18

 

 Where artificial intelligence represents a real challenge to privacy,It depends on 

the collection Individuals' personal data in the digital environment is used, analyzed, 

and processed using specific algorithms and models. To extract new data that enables 
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it to improve its performance and work patterns, which helps it develop its systems 

and interact with The environment surrounding it and decision-making, and the more 

widespread the applications of artificial intelligence, the more widespread the scope of 

the violation Individual privacy, which calls for the establishment of legal frameworks 

to protect this right in light of the applications of intelligence.artificial
19

. 

Section One : The Right to Privacy in International Conventions and Other 

National Legislation 

A guaranteeThis right to privacy,he Enabling the individual to maintain the 

confidentiality of his personal data during its automated processing, while restricting 

its use in accordance with Rulings applicable law,The more an individual has the 

ability to control His data Personal, the more likely it is to be protected from potential 

violations or infringements. 

This and that Many international and regional conventions, along with national 

legislation, have enshrined legal protection for the right to privacy as one of the basic 

human rights.Among which we mention : 

International framework for the protection of the right to privacy:The General 

Assembly, in its resolution 68/167, noted that international human rights law provides 

the universal framework against which any interference with individual privacy rights 

must be assessed. Article 12 of the Universal Declaration of Human Rights states that 

“No one shall be subjected to arbitrary interference with his privacy, family, home or 

correspondence, nor to attacks upon his honour and reputation. Everyone has the right 

to the protection of the law against such interference or attacks.” According to Article 

17 of the International Covenant on Civil and Political Rights, which has been ratified 

to date by 167 countries, “No one shall be subjected to arbitrary or unlawful 

interference with his privacy, family, home or correspondence, nor to unlawful attacks 

upon his honour and reputation.”
20

, AndInternational and regional human rights treaty 

bodies, courts, committees, and independent experts have provided relevant guidance 

on the scope and content of the right to privacy, including the meaning of 

“interference” with an individual’s privacy. The Human Rights Committee, in its 
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General Comment No. 16, emphasized that compliance with article 17 of the 

International Covenant on Civil and Political Rights requires that the integrity and 

confidentiality of communications be guaranteed, both de jure and de facto. 

Communications should be delivered to the addressee uninterrupted and unopened or 

otherwise read 
21

. 

For example, the European Court of Human Rights has ruled that telephone 

data, emails and internet useIn a case Copeland VS United Kingdom, 2007 and data 

stored on computer servers "Wieser and Bicos Beteiligungen Gmbh" Against 

Austria,WhichFalls within the scope of Article 8 protection paragraph 01 of the 

European Convention on Human Rights, As The Inter-American Court of Human 

Rights has held that data collected and transmitted via new digital technologies and the 

Internet are covered by Article 11 of the American Convention on Human Rights For 

1969,Moreover, Article 8 of The African Convention covers the Union's Convention 

on Cybersecurity and Personal Data Protection 2014 Right to "Respect for Personal 

Data", and also Article 08 Paragraph 01 from Charter of Fundamental Rights of the 

European Union 2000 and Article 16 of Treaty on the Functioning of the European 

UnionFor the year 1957and Also known as the Treaty of Rome, it looks at the 

protection of Data Persons as a fundamental human right
22

. 

As The Budapest Agreementto The Convention on the Elimination of 

Cybercrime, adopted by the Council of Europe in 2001 and entered into force in 2004, 

is the first international treaty aimed at combating crimes committed online or using 

information systems, which included Provisions that directly affect the right to privacy, 

which emphasized in its articles that:The need for States PartiesIn positionInternal 

legislation that guarantees guarantees Protecting personal data from unlawful use And 

Restrictionin Use of monitoring techniques according To the law with Providing 

redress for individuals in the event of a violation of their privacy
23

. 

The right to privacy under national legislation : In light of the provisions of various 

international and regional agreements and conventions, national legislation, such as the 

American, Egyptian, Algerian, and other Arab legislations, has also been keen to 

protect the right to privacy, particularly in the face of threats arising from cyber attacks 

 

 
 

 

https://www.cidh.oas.org/basicos/english/basic3.american%20convention.htm
https://au.int/sites/default/files/treaties/29560-treaty-0048_-_african_union_convention_on_cyber_security_and_personal_data_protection_e.pdf
https://au.int/sites/default/files/treaties/29560-treaty-0048_-_african_union_convention_on_cyber_security_and_personal_data_protection_e.pdf
http://www.europarl.europa.eu/charter/pdf/text_en.pdf
http://www.europarl.europa.eu/charter/pdf/text_en.pdf
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A12012E%2FTXT
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A12012E%2FTXT
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and the protection of individuals' private lives in digital spaces. The right to privacy is 

one of the fundamental rights in the American legal system, although it is not 

explicitly stated in the Federal Constitution. However, this right has been inferred 

through the interpretation of several constitutional texts, especially the First, Fourth, 

Fifth, Ninth, and Fourteenth Amendments. The US Supreme Court has confirmed this 

approach in several decisions, and its reliance on many federal laws to protect privacy, 

especially in the face of challenges associated with technological developments, 

perhaps the most prominent of which are The Privacy Act of 1974 regulates the 

collection, retention, and use of personal information by federal government 

agencies.
24

 

Electronic Communications Privacy Protection Act of 1986(Electronic 

Communications Privacy Act - ECPA) that Unlawful eavesdropping on electronic 

communications is prohibited.
25

 

Children's Online Privacy Protection Act of 1998(Children's Online Privacy 

Protection Act - COPPA) which imposes restrictions on the online collection of 

personal information from children under 13.
26

 

Gramm-Leach-Bliley Act of 1999 (Gramm-Leach-Bliley Act - GLBA) Which 

imposes obligations on financial institutions to protect their customers' personal 

information.
27

 

As Several Arab countries have adopted concrete steps to enhance the 

protection of the right to privacy, LostThe legislation was passed 

TunisianComprehensive Personal Data Protection Law of 2004 in Basic Law No 63 

and Introduce its reason An independent body responsible for monitoring the extent to 

which personal data is respected
28

, ButThe legislator Egyptian, he issued law No. 151 

of 2020 on the Protection of Personal Data, which includes detailed provisions 

regulating the collection, processing, and protection of data, with the imposition of 

severe penalties in the event of a breach of obligations.
29

, As The Kingdom of Saudi 

Arabia has adopted The Personal Data Protection Law of 2021, which aims to regulate 
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the processing of personal data and protect the privacy of individuals in accordance 

with the principles of transparency and accountability.
30

 

But Algerian legislator It followed the example of other legislation. In 

Protecting the right to information privacyper person,Which Emphasized the guarantee 

Protecting this right under Article 47 of the Constitution, which states that, Every one 

has the right to the protection of his private life and honor,Everyone has the right to 

privacy of his private correspondence and communications in whatever form,The 

rights mentioned in the first and second paragraphs shall not be prejudiced except by a 

reasoned order from the judicial authority,The protection of individuals when 

processing personal data is a fundamental right,Any violation of these rights is 

punishable by law. 
31

,Which confirmedon This is right Criminalizing all acts and 

activities that affect privacy individual According the articl N 303 bis And what 

followsFrom the lawPenalties
32

The Algerian legislator has also granted legal 

protection to the personal freedom of the natural person under Law No. 18-07, which 

provides for the protection of the privacy of individuals and their personal data in the 

digital world.
33

, where These examples highlight a growing trend incountries To wards 

a transition from traditional protection to adopting modern legislative frameworks that 

are in line with international standards and respond to the challenges that...Imposed by 

digital development. 

Section Two: Mechanisms for Protecting the Right to Privacy in the Light of the 

Use of Artificial Intelligence 

 That Use artificial intelligence applications to find New mutation, full of 

unprecedented challenges regarding the protection of individuals' personal data,These 

applications are not limited to their ability to process, analyze, and classify massive 

amounts of data, but rather extend to exploiting this data in self-learning processes, 

developing models capable of simulating human thinking, and making practical, 

executable predictions, But in return it creates Dangerous given the changing 
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natureshe has, In excessive use of it without compliance with the principles specified 

in its use. 

Monitoring the excessive and increasing use of artificial intelligence 

applications:On Despite the significant progress achieved by artificial intelligence 

and its pioneering contributions to serving humanity, a number of global experts and 

specialists have expressed their concern about the risks associated with this progress, 

particularly with regard to the violation of individuals’ right to privacy, In this 

context,Where he expressed Both Elon Musk, Bill Gates, and Stephen Hawking in 

2015 in "An Open Letter on Artificial Intelligence "whereThey warned of the potential 

threats that could result from the uncontrolled use of artificial intelligence 

technologies, especially with regard to individuals' privacy
34

. 

Michelle Bachelet pointed out noted that artificial intelligence can be a positive 

force helping societies overcome challenges, but it can also have negative or even 

disastrous effects if used without consideration of its impact on human rights. She 

called for a ban on AI applications that are incompatible with international human 

rights law, such as facial recognition and social scoring systems, which could lead to 

discrimination or privacy violations., and She also warned that the rapid adoption of 

these technologies by countries and companies without putting in place appropriate 

safeguards could lead to unfair treatment of individuals, such as depriving them of 

services or making discriminatory decisions against them. 

She stressed the need for transparency and accountability in the development 

and use of these systems, to ensure that they do not negatively impact the basic rights 

of individuals.Mr. Dr
35

. 

And On the Arab level, and international conference was held on July 21, 2022, 

under the title "Challenges of Protecting the Right to Privacy in Light of  

Developments in Artificial Intelligence," under the auspices of the Arab Organization 

for Human Rights and in partnership with the Permanent Supreme Committee for 

Human Rights.,The conference addressed the effects of artificial intelligence on the 

right to privacy, in addition to the repercussions of violating this right on the 

implementation of other human rights.,The session also discussed the limits of the 
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responsibilities of the state and private organizations in protecting individuals' data and 

privacy. The session touched on future solutions, visions, and proposals that can be 

worked on to confront the effects of information and technological development on the 

protection of the right to privacy, and the need to review legislation and establish legal 

frameworks that guarantee the protection of users of communications technology, their 

data and private information, and their browsing with complete safety. In addition, it 

highlighted the importance of establishing joint international cooperation between 

human rights organizations, research and think tanks, and relevant institutions, to 

maintain a safe digital environment.
36

. 

Principles for using artificial intelligence applications to protect individual 

privacy : Privacy is one of the fundamental rights that must be protected in light of the 

digital revolution that the world is currently witnessing, especially with the rapid 

advancement in artificial intelligence technologies,that It contributes to the processing 

and analysis of huge amounts of data, which raises questions about how privacy is 

maintained and protected. 

 Hence, it becomes necessary to establish specific principles to ensure that these 

applications do not negatively impact individuals' rights to privacy. In the light of the 

use of artificial intelligencewhoBy requesting the adoption of a set of basic principles 

that ensure the safe and sustainable use of these technologies, by ensuring 

transparency, obtaining informed consent, and protecting personal data, we can 

enhance trust in these technologies and ensure that they do not negatively impact 

individual rights. Compliance with these principles is essential to keep pace with 

technological developments while maintaining the values of privacy and protecting 

individuals, Perhaps the most important principles on which it is based are : 

Relying on transparency:And it is One of the key principles of protecting privacy 

when using AI applications is that individuals must be fully aware of how their 

personal data is collected and processed. Companies and organizations using AI should 

provide clear and understandable information to users about the nature of the data 

collected, the purposes for which it is used, and how it is processed.
37

. 
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Data limit:This principle includes collecting data only to the extent required for the 

specific purpose.Without increase or decrease, and AI applications should avoid 

collecting excessive or unnecessary data.
38

 

A Right to correction and review:Individuals should be able to correct any inaccurate 

or incomplete personal data about them.,They should also have the right to request that 

their data be deleted if it no longer needs to be processed. 

International cooperation: Given the cross-border nature of AI technologies, 

international cooperation between countries and institutions must be enhanced to 

ensure that legal frameworks that protect privacy are in place at a global level..
39

 

The second requirement: Artificial intelligence and freedom of expression in 

international humanitarian law 

 The right to freedom of expression is one of the fundamental rights enshrined in 

the International Covenant on Civil and Political Rights.   

 The material 19 and remains in effectuntilIn times of war, even if subject to 

legitimate restrictions
40

,The law recognizes International Humanitarian Especially the 

Geneva Conventions, the need to respect the basic rights of civilians during conflicts, 

including the right to impart and receive information
41

. 

The first branch:The role of artificial intelligence in the Hoursand its impact on 

freedom of expression 

 Some conflicting states are relying on artificial intelligence technologies to 

monitor media content and control the flow of information, under the pretext of 

national security,This may lead to restrictions on legitimate expression, especially if 

these tools are used to filter out dissenting opinions or Information Alternative
42

This is 

done by : 

Employment Artificial intelligence in advertising campaigns:Military systems can 

usetoolsArtificial intelligence to generate targeted media content Known as 

propaganda Which isIt will be used to influence local and international public opinion, 
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threatening the neutrality of information and the right of peoples to know the truth.
43

 

Distinguishing between civilian and military targets:When using artificial 

intelligence in military systems such as drones or algorithms Targeting, Mis 

classification of targets may lead to the bombing of media facilities or journalistic 

figures, which constitutes a clear violation of international humanitarian 

law,Terrorizing the public and depriving them of their rights and freedom in expression 

Sacred by international law and national constitutions
44

. 

Introducing surveillance tools using artificial intelligence:That's it Technical 

programs, systems, or devices used to monitor, analyze, classify, block, or restrict 

access to specific digital content that is circulated, published, or accessed via 

telecommunications networks or the Internet, within approved legal frameworks, and 

in a manner that does not constitute an unjustified violation of freedom of opinion and 

expression guaranteed by the Constitution, national laws, and relevant international 

treaties.,The use of these tools must be limited to legitimate objectives such as 

protecting national security, public order, public health, public morals, or combating 

cybercrime, taking into account the principles of proportionality and necessity, and 

under independent judicial or administrative oversight that ensures they are not 

misused to suppress legitimate expression or arbitrarily censor information.
45

. 

Section Two: The System Legal To protect freedom of expression from AI 

violations 

 In With the increasing use of artificial intelligence technologies in processing 

digital data and information, the need to build an effective legal system that protects 

freedom of expression from violations that may result from decisions or 

recommendations issued by intelligent systems has emerged. 

 This system requires combining:LegislationNational and international human 

rights principles and institutional oversight tools, with the aim of ensuring that AI 

technologies are not used as tools for unlawful surveillance orSuppressing dissenting 

voices, andAlthough international humanitarian law does not explicitly mention 
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artificial intelligence, general principles apply to it.In terms of organization, we 

mention them as follows: 

Principle Adiscrimination: Parties are required to distinguish between military 

targets and civilians, including  journalists and media organizations.
46

  

principle of proportionality And consistency:ProhibitedIn itUse of means that cause 

excessive harm compared to the anticipated military benefit, including impact on 

freedom of expression
47

 

principle Inevitability andmilitary necessity:AI tools should only be used to the 

extent dictated by military necessity, with due respect for Freedom of expression as 

much as possible
48

 

Conclusion : 

 With the accelerating pace of technological developments, artificial intelligence 

has become an effective element in reshaping contemporary life, both in its individual 

and collective dimensions.,Despite the promising opportunities it offers to improve the 

standard of living and enhance access to basic rights For society in general and the 

individual in particular However, this does not negate the complex challenges it 

imposes on the human rights system. 

 Artificial intelligence, if used without clear legal frameworks, could become a 

tool for violating privacy, suppressing freedom of expression, and promoting 

discrimination rather than reducing it. 

 Today, more than ever, this calls for concerted legal, academic, and technical 

efforts to establish precise controls that balance the interests of development with the 

requirements of respect for human dignity. 

 Therefore, directing artificial intelligence towards serving humanity can only be 

achieved through legislative and regulatory guarantees that respect universal human 

rights principles.Perhaps the most important results generated by the topic of artificial 

intelligence and human rights, which we will mention below, in addition to the most 

important recommendations and suggestions that we saw as appropriate based on our 

research, are as follows: 
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Results : 

1- The multiple impacts of artificial intelligence on human rights: The study 

showed that artificial intelligence is not just a neutral technical tool, but rather an 

influential factor that carries the potential to enhance human rights, as well as risks 

that threaten these rights, which necessitates viewing it from two perspectives  as an 

opportunity and a threat. 

2-The fragility of the right to privacy in the face of technological development: 

Artificial intelligence has been shown to operate by collecting and processing massive 

amounts of personal data, making privacy vulnerable to breaches and exposing 

shortcomings in current legislation that have not kept pace with the scale of the risks 

associated with this type of technology.. 

3-Freedom of expression faces growing digital challenges: The research highlights 

that AI tools are being used in some contexts to restrict freedom of expression, either 

through excessive censorship, content filtering, or the generation of targeted speech, 

undermining one of the most important fundamental rights enshrined in international 

conventions. 

4-The absence of an effective international legal framework adapted to artificial 

intelligence : Despite the multiplicity of charters and agreements, the international 

legal system remains insufficient to address the specific challenges posed by artificial 

intelligence, which calls for the development of specialized agreements that take into 

account the characteristics of this technological development.. 

5-The need for transparency and accountability in the design and implementation 

of AI systems : The study indicates that the lack of transparency in algorithms, and the 

difficulty of tracking processing processes, pose a threat to the principle of 

accountability and limit the ability of individuals to challenge automated decisions that 

may negatively impact their lives.. 

6-The weakness of Arab legislation in protecting digital rights : The study 

concluded that most Arab legislation is still in its early stages in addressing the 

challenges of artificial intelligence, which requires comprehensive legislative reforms 

that include the protection of digital rights among public policy priorities. 
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Recommendations : 

1- Artificial intelligence within the legal framework of human rights : 

International organizations and national legislative bodies must work to develop 

explicit legal texts that include artificial intelligence as a field requiring ongoing 

human rights monitoring, ensuring that its use is consistent with international human 

rights obligations. 

2-Preparing a global charter for AI ethics : The need to formulate an international 

charter or guide that includes binding ethical principles for the design and use of 

artificial intelligence, including respect for human dignity, justice, transparency, and 

privacy protection. 

3-Updating national legislation to include digital rights : Local law makers must 

amend existing laws or enact new ones to protect privacy, personal data, and freedom 

of expression in a digital environment increasingly dependent on artificial intelligence. 

4-Balancing securityand freedom : It should be Artificial intelligence should not be 

used as a tool to justify restricting freedoms under the pretext of security Rather, it 

should be employed in a way that ensures the protection of society without infringing 

on legitimate individual rights.. 

5-Stimulate the development of tools the intelligence the artificial the Supporter 

of freedome xpression : Research and applications that contribute to facilitating 

access to information, generating content in local languages, and exposing digital 

misinformation without compromising freedom of opinion. 

6-Prohibiting the use of artificial intelligence for misleading propaganda purposes 

: The study recommends prohibiting the use of artificial intelligence to create targeted 

media content (such as propaganda) used to mislead public opinion or distort facts 

during times of conflict or elections. 

7- Ensuring content diversity and protecting non-mainstream views : AI 

algorithms must be designed to prevent popular or commercial views from being 

favored over alternative or opposing discourses, ensuring a free and diverse digital 

environment. 
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8-Setting legal standards for the use of content monitoring tools : The study 

recommends the issuance of legislation that precisely defines when and how artificial 

intelligence can be used to filter or classify content, taking into account the principles 

of necessity and proportionality, and under strict judicial oversight. 

9-Introducing artificial intelligence tools to freedom of expression : Encouraging 

the development of artificial intelligence tools that enhance freedom of expression and 

expand access to information in multiple languages and diverse environments. 
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  :ملخص
استهدفت هذه الدراسة إبراز الددرر الدذت ديديدلم الدت دات الر ايدة الدد يعتادد في ناليدة بتائهدا رأدائهدا نلد  
الذكائ الاصطتاني، رالد دعتاد نليها الدتظاة العالدية الفكريدة لتحييدم مىدع  إءكدائ ا دترام  يدوي الدلكيدة 

يدة رسدرنة اشتشدار لزتواهدا ردتوندلم، كادا اسدتهدفت الفكرية في البيئة الر اية، الد دتايز بادىاع ر عتهدا الجرراف
هذه الدراسة إبراز رتحليل الإطار الياشوني الدرلي الذت يتظم هذه الدىألة، لاسياا معاهدة الويبو بشأن  دم 

 الديلف رمعاهدة الويبو بشأن الأدائ رالتىجيل ال وتي.
 البيئة الر اية. الذكائ الاصطتاني، الدلكية الفكرية، الويبو،الكلمات المفتاحية: 

Abstract:  

This study aimed to highlight the role played by digital platforms that rely on 

artificial intelligence in their construction and performance, and on which the 

World Intellectual Property Organization relies to achieve the endeavour to 

promote respect for intellectual property rights in the digital environment, which 

is characterised by its vast geographical area and the rapid spread and diversity of 

its content, as well as to highlight and analyse the international legal framework 

that regulates this issue, In particular, the WIPO Copyright Treaty and the WIPO 

Performances and Phonograms Treaty. 

Keywords: Artificial intelligence, intellectual property, WIPO, digital 

environment. 
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  مقدمة: .1
البيئة الر اية من بنٌ التهديدات الد دواجلم مىع  حماية  يوي الدلكية الفكرية نل   دُ تَّف

الدىتوينٌ العالدي رالوطني بالتظر إلى ندة انتبارات، لعل أهمهاا صعوبة مرا بة لزتواها الذت يتايز بىرنة 
 .التشر ردتونلم ركذا شطا لم الواسع الذت يمتد إلى لستلف ربوع العالم

الضرررت إيجاد الآليات الدلائاة الد ديلّل أر ديضي نل  هذا التهديد، رمن هذا لذلك كان من 
إلى استحداث ندد من الأدرات الد دعتاد نل  -ريبو-الدتطلم، سعت الدتظاة العالدية للالكية الفكرية

الذكائ الاصطتاني، موجهة لأصحاب  يوي الدلكية الفكرية، تدكّتهم من استيفائ  يو هم من خلال 
واجهة هذا التهديد في صيرتلم الر اية،  يث تحاكي ر ايا الآليات الياشوشية التيليدية لحل ردىوية م

التزانات الدتعلية بحااية هذه الحيوي، رالدتاثلة في التياضي لدى الجهات اليضائية الدخت ة، ربدائللم 
 .التيليدية الدتاثلة في اللجوئ إلى ال لح رالوساطة رالتحكيم

تظاة العالدية للالكية الفكرية نل  البيئة الر اية رتحديدا مو عها الالكتررني الرميي  يث دعتاد الد
بشكل كبنً للتحىيس رالتونية بمبادئ حماية  يوي الدلكية الفكرية، ركذا إبراز لستلف الدبادرات أر 

  .ا الدعتادينالتشاطات الد دىع  إلى دتظياها، من خلال الشراكة رالتعارن مع الدرل الأنضائ رخبرائه
في إطار مىع  إءكائ ا ترام  يوي الدلكية الفكرية، أششأت الدتظاة نددا من الدت ات الر اية الد 
دعتاد نل  الذكائ الاصطتاني، شذكر متها الأداة الدتعلية بحل ردىوية التزانات الدتعلية بأميائ الحيول أر 

ع الإلكتررشية. من هذا الدتطلم، تدثل التطا ات ركذا الأداة الدتعلية بمتع ششر الإنلانات نل  مىتوى الدوا 
 :الإشكال الرئيىي في الآتي

 ما مدى نجاعة أدوات الذكاء الاصطناعي في مسعى إذكاء احترام حقوق الملكية الفكرية؟
 مفهوم أدوات الذكاء الاصطناعي .2 .2

أشلم: "...هو فرع من فررع العلم يهتم بالآلات الد دىتطيع  ل  نُرّف الذكائ الاصطتاني نل 
  .1"ءلك التوع من الدىائل الد يلجأ الإشىان نتد  لها إلى ءكائلم

أشلم: "... درة شظام معنٌ نل  تحليل بيانات خارجية راستتباط  واند  كاا نُرّف الذكائ الاصطتاني نل 
 .2"معرفية جديدة متها، ردكييف هذه اليواند لاستخدامها في تحييم أهداف رمهام جديدة

يىتتتج من التعريفات الديدمة أنلاه، أن الذكائ الإصطتاني نبارة نن رسيلة مىتحدثة دواكب 
في العالم، رتدثل البديل الر اي للذكائ الإشىاني،  يث تدكتلم من  ل التطوارت التكتولوجية الحاصلة 
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الدشكلات التيتية اليائاة في أ ل ر ت رجهد ردكلفة لشكتة، ردتخذ غالبا شكل الآلات الدادية أر 
الأدرات الر اية الد دترجم هذا الذكائ الإصطتاني، سوائ دعلم الأمر ببرلريات الحاسب الآلي أر الدت ات 

 ية أر الرربوتات.الر ا
 استخدام أدوات الذكاء الاصطناعي لإذكاء احترام حقوق الملكية الفكرية:. 2.2

إلى استحداث بدائل -ريبو –مثلاا سبيت الإشارة إليلم، لجأت الدتظاة العالدية للالكية الفكرية 
الر اية، ريتعلم الأمر ر اية للبدائل التيليدية لدواجهة التهديد الر اي لحيوي الدلكية الفكرية في البيئة 

بأدرات اتخذت شكل الدت ات الر اية الد دعتاد نل  الذكائ الاصطتاني في ناليات رصد الانتدائات 
نل  الأناال المحاية بأشظاة الدلكية الفكرية في البيئة الر اية، نل  غرار الأداة الدتعلية بحل ردىوية 

 .لية بتشر الإنلانات نل  مىتوى الدوا ع الإلكتررشيةالتزانات الدتعلية بأميائ الحيول، رالأداة الدتع
فتظرا لليضايا التاشئة بنٌ شظام أميائ الحيول نل  الإشترشت ر واشنٌ الدلكية الفكرية. سلكت الويبو 

مىارين درلينٌ من الدشاررات من أجل استتباط دوصيات  2001ر 1998خلال الفترة ما بنٌ ستة 
نل  انتااد الىياسة  ICANN3دهما إلى إ دام ميسىة الإيكان لزددة في هذا المجال، اشته  أ 

الدو دة بشأن دىوية متازنات أميائ الحيول نل  الإشترشت، إء يرى اليائاون نل  شيرن الدتظاة العالدية 
للالكية الفكرية بأن شظام أميائ الحيول نل  الإشترشت صار مهيئا لإ داث درينًات جمة في الدىتيبل، 

  .4 أثثنًادلم البالرة نل  الدىائل الدتعلية بتظام الحااية الخا  بالعلامات التجاريةرءلك شظرا إلى
 المنصة المتعلقة بحل وتسوية النزاعات المتعلقة بأسماء الحقول:. 2.2.2

للتحكيم رالوساطة، رهي الدت ة الد دتيح للاىتخدم آليات  يتولى دىينً هذه الدت ة مركز الويبو
فعالة من  يث الو ت رالتكلفة لتىوية الدتازنات في لرال أميائ الحيول نل  الإشترشت، رءلك نتدما يتم 
استخدام نلامتلم التجارية لخداع الدىتهلكنٌ نبر الإشترشت ردىانده في استعادة اسم الحيل الدخالف 

لتتفيذ نبر الإشترشت الدىااة الىياسة الدو دة لتىوية الدتازنات الدتعلية بأميائ الحيول نل  باستخدام أداة ا
( أر بديل رطني لتطا ات الدىتوى الأنل  الدكوَّشة من رموز البلدان UDRPالإشترشت )

(ccTLD)5. 
 المنصة المتعلقة بنشر الإعلانات على مستوى المواقع الإلكترونية:. 2.2.2

رهي  ىب متظاة الويبو مت ة آمتة نل  شبكة  WIPO ALERTدىاية يطلم نليها 
الإشترشت، بحيث تدكن هذه الدت ة الىلطات الوطتية للدرل اللذين دعتبرهم الويبو مىاهمنٌ معتادين، من 
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تحايل  وائم الدوا ع الإلكتررشية الد يثبت دعديها نل   يوي الديلف رالحيوي المجاررة، رتدكتهم من تحديث 
هذه اليوائم. رفي ءات الىياي، يمكن للاعلتنٌ رركالات الإنلان رالوسطائ دتزيل هذه اليوائم يدريًا أر 

هذه الدت ة رؤية شاملة للاوا ع الدتعدية، بوساطة راجهة دطبيم برلرية بوصفها  وائم لراّعة.  يث دتيح لذم 
بما في ءلك الدوا ع الدوجودة بلرات  د يتم إغفالذا نتد برلرة هذه الدت ة. إء تدكن هذه الدت ة من دعزيز 

 .6الياندة العالية للتتظيم الذاتي في  طاع الإنلان
 . الإطار القانوني لحماية الملكية الفكرية في البيئة الرقمية:3

تجد أدرات الذكائ الاصطتاني الدوجهة لإءكائ ا ترام  يوي الدلكية الفكرية في البيئة الر اية 
ركذا معاهدة الويبو بشأن  1996أساسها الياشوني في كل من معاهدة الويبو بشأن  م الديلف لىتة 

 ، اللتان دعرفان اصطلا ا بمعاهدتي الإشترشت.1996الأدائ رالتىجيل ال وتي لىتة 
 :2996في معاهدة الويبو بشأن حق المؤلف لسنة . 2.3

يتضح جليا من ديباجة هذه الدعاهدة بأن التطورات التكتولوجية الحديثة هي من أملت الحاجة إلى 
استحداث معاهدة درلية دعنى بحااية  يوي الديلف في البيئة الر اية، بالتظر إلى الأثر العايم الذت خلفتلم 

ال دكتولوجيا الدعلومات رالاد الات، نل  ابتكار الد تفات الأدبية رالفتية هذه التطورات، لاسياا في لر
 . 7رالاشتفاع بها

متها نل  التزام ييع نل  نادم الدرل  11في ءات الإطار، ش ت هذه الدعاهدة بموجب الدادة 
نل  كافة أرجلم التحايل  الأنضائ، يتاثل في رجوب استحداث ش و   اشوشية رطتية دتضان جزائات

نل  التدابنً التكتولوجية الفعالة، الد يضعها ميلفو الأناال الأدبية رالفتية في إطار حماية أناالذم 
 .8الدبتكرة

ريتضح ضاتيا من شص هذه الدادة، بأن الديلف ملزم هو الآخر بو اية أنااللم الدبتكرة من خلال 
لر اية، الد من الداكن أر يطرح نل  مىتواها العال الدبتكر سوائ من الحااية التيتية الد دتلائم مع البيئة ا

طرفلم أر من طرف الرنً، لكي يمكن للم الا تجاج لا يا بحيلم في ملكية م تفلم ر يلم في سلامة هذا 
 .الد تف من الانتدائ نليلم برنً إءشلم، ر يلم في دفع هذا الانتدائ

نل  نادم الدرل الأنضائ، ييضي بضرررة ش ها من هذه الدعاهدة إلزاما  12كاا دضاتت الدادة 
ضان  واشيتها الوطتية، نل  دو يع جزائات متاسبة رفعالة نن كل  ذف أر درينً للاعلومات الواردة في 
الد تفات الأدبية رالفتية في شكلها الر اي، رالد دكون الضرررية لإدارة الحيوي التاشئة نن حمايتها 



 
                        

95 

 

يلف أر نتوان الد تف أر جهة التشر، شررط الاشتفاع بالد تف...الخ، سوائ الياشوشية، نل  غرار اسم الد
باشر الدعتدت هذا الانتدائ نن نلم مىبم أر كاشت لديلم أسباب كافية لعلالم بالحااية التيتية رالياشوشية 
ور لذذه الد تفات. أر يوزع هذا الشخص الدعتدت ار يىتورد لأغراض التوزيع أر يذيع أر يتيل إلى الجاه

درن إءن، م تفات أر شىخ نن م تفات، مع نلالم بأن الدعلومات الضرررية لإدارة الحيوي  د  ذفت 
 9. أر غنًت من طرف الرنً درن إءن صا بها أر مالك الحيوي

يتضح من شص هذه الدادة، بأن الجزائات الديررة ضد ناليات  ذف أر درينً الدعلومات الضرررية 
تفات المحاية، رالد ييع نل  نادم الدرل الأنضائ نبئ ديريرها في  واشيتها لإدارة الحيوي التاشئة للا 

الوطتية، لا ديت ر نل  شخص الدعتدت الأرل الذت  ام بحذف أر درينً هذه الدعلومات فحىب، بل تدتد 
إلى كل شخص آخر ييوم بتوزيع أر شيل أر إءانة هذه الد تفات الدعتدى نليها، مع اشتراط نلالم بهذا 

ذف أر الترينً غنً الدشررع، فييع  يتها نل  شخص صا ب الد تف أر مالك الحيوي نبئ إثبات الح
 .هذا العلم رإثبات هذا الانتدائ بالانتااد نل  لستلف طري ررسائل الإثبات الدلائاة

من هذه الدعاهدة، الد ألزم  2فيرة  14كاا تجد هذه الدىألة أساسها الياشوني في شص الدادة 
لدرلي بموجبها الدرل الأنضائ، زيادة نل  ما سبم، بضرررة دضانٌ  واشيتها الداخلية جزائات الدشرع ا

، رهذا ما يجد للم أساسا في 10عديات الد تدهد إلى دعديات أخرىناجلة تهدف من خلالذا إلى متع الت
 التدابنً ءات الطابع التيني رالاستعجالي، الد دتايز بها هذه الدت ات الر اية.

 :2996في معاهدة الويبو بشأن الأداء والتسجيل الصوتي لسنة . 2.3
بشأن  م الديلف الىالفة الذكر، أشارت ديباجة هذه الدعاهدة  نل  غرار ما دضاتتلم معاهدة الويبو

بأن التطورات التكتولوجية الحديثة هي من أملت الحاجة إلى استحداث معاهدة درلية دعنى بحااية 
التىجيل رالأدائ ال وتي في البيئة الر اية، رءلك بالتظر إلى الأثر العايم الذت خلفتلم هذه التطورات، 

دكتولوجيا الدعلومات رالاد الات، نل  إشتاج أرجلم الأدائات رالتىجيلات ال ودية لاسياا في لرال 
 . 11رالاشتفاع بها

متها نل  التزام ييع نل  نادم الدرل  18في ءات الإطار، ش ت هذه الدعاهدة بموجب الدادة 
ايل الأنضائ، يتاثل في رجوب استحداث ش و   اشوشية رطتية دتضان جزائات نل  كافة أرجلم التح

نل  التدابنً التكتولوجية الفعالة، الد يىتعالها فتاشو الأدائ أر متتجو التىجيلات ال ودية في إطار حماية 
 . 12أناالذم الدبتكرة، رالد تدتع الرنً من مباشرة أناال لم ي رح بها هيلائ أر لم يىاح بها الياشون
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شص هذه الدادة، بأن فتان نل  غرار ما هو الحال بشأن  م الديلف، يتضح بشكل ضاني من 
الأدائ رمتتج التىجيلات ال ودية، ملزم هو الآخر بو اية م تفادلم الفتية من خلال اتخاء ددابنً ديتية 
يتبري أن دتلائم مع طبيعة البيئة الر اية، الد من الداكن أر يطرح نل  مىتواها الد تف سوائ من طرفلم أر 

يا بحيلم في ملكية م تفلم الفني ر يلم في سلامتلم من الانتدائ من طرف الرنً،  تى يمكن للم الا تجاج لا 
 .نليلم برنً إءشلم، ركذا  يلم في دفع هذا الانتدائ

من هذه الدعاهدة إلزاما ييع نل  نادم الدرل الأنضائ، ييضي بضرررة  19كاا دضاتت الدادة 
درينً للاعلومات ش ها ضان  واشيتها الوطتية، نل  دو يع جزائات متاسبة رفعالة نن كل  ذف أر 

الواردة في الد تفات الفتية في شكلها الر اي، رالد دكون الضرررية لإدارة الحيوي التاشئة نن حمايتها 
الياشوشية، نل  غرار اسم فتان الأدائ أر متتج التىجيل ال وتي أر نتوان الد تف أر جهة الإشتاج، شررط 

لانتدائ نن نلم مىبم أر كاشت لديلم أسباب كافية الاشتفاع بالد تف...الخ، سوائ باشر الدعتدت هذا ا
لعلالم بالحااية التيتية رالياشوشية لذذه الد تفات. أر يوزع هذا الشخص الدعتدت ار يىتورد لأغراض التوزيع 
أر يذيع أر يتيل إلى الجاهور درن إءن، م تفات أر شىخ نن م تفات، مع نلالم بأن الدعلومات 

 . 13ذفت أر غنًت من طرف الرنً درن إءن صا بها أر مالك الحيويالضرررية لإدارة الحيوي  د  
كاا هو الحال بشأن الدعلومات الضرررية لإدارة الحيوي بالتىبة للا تفات المحاية بتظام  م 

الديررة ضد ناليات  ذف أر درينً الدعلومات الضرررية  الديلف، يتضح من شص هذه الدادة، بأن الجزائات
لإدارة الحيوي التاشئة للا تفات الفتية المحاية، رالد ييع نل  نادم الدرل الأنضائ نبئ ديريرها في 
 واشيتها الوطتية، لا دشال شخص الدعتدت الأرل الذت  ام بحذف أر درينً هذه الدعلومات فحىب، بل 

ييوم بتوزيع أر شيل أر إءانة هذه الد تفات الدعتدى نليها، مع اشتراط نلالم تدتد إلى كل شخص آخر 
بهذا الحذف أر الترينً غنً الدشررع، فييع  يتها نل  شخص صا ب الد تف أر مالك الحيوي نبئ 

 إثبات هذا العلم رإثبات هذا الانتدائ بالانتااد نل  لستلف طري ررسائل الإثبات الدلائاة.
 خاتمة: .4

اشطلا ا لشا سبم من معطيات رتحاليل، دوصلتا في دراستتا هذه إلى لراونة من التتائج، رالد تدثلت 
 :في الآتي

رات الذكائ الاصطتاني أن يىاهم في سرنة رد ة رصد الانتدائات الوا عة نل  من شأن استخدام أد -
 الأناال الدبتكرة المحاية في البيئة الر اية؛
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هم في دو يد الجهة الدتظاة لعالية رصد رردع هذه الانتدائات نبر سد الطريم كاا من شأشلم أن يىا-
 أمام  راصتة الإشترشت من خلال متعهم من إششائ مت ات ر اية ا تيالية ديدم هذه الخدمة؛

رمن شأنها كذلك أن دىاهم في إزالة ال ورة التاطية الد درسخت في أءهان مىتخدمي الإشترشت من  -
 ترشت نبارة نن بيئة غنً مرا بة؛كون شبكة الإش

رأخنًا رليس آخر من شأن استخدام أدرات الذكائ الاصطتاني في مىع  إءكائ ا ترام  يوي الدلكية -
الفكرية أن يعزز الحااية التيتية رالياشوشية لحيوي أصحاب الأناال الدبتكرة في لستلف المجالات الأدبية 

 .رالفتية رالتيتية
الدشرع الجزائرت إلى ددارك التيص الحاصل في التشريع الوطني لحم الديلف رالحيوي  من هذا الدتطلم شدنو

الدتعلم بحم الديلف  30-30المجاررة، من خلال استحداث ش و  مواد جديدة ضان الأمر ر م 
تلم رالحيوي المجاررة، دعالج مىألة حماية الد تفات الأدبية رالفتية في البيئة الر اية نل  التحو الذت دضات

 معاهدتي الويبو بشأن  م الديلف الأدائ رالتىجيل ال وتي.
 الهوامش: .5

 

 
1
ندد ر م ) 04لجزائر، لرلد ر م الذكائ الاصطتاني، لرلة البدر، جامعة بشار، ا (2012)جاشفي  ،سلياان يعيوبالفرا   

01،)    . 3-6. 
2
مفاهيم  ول الذكائ الاصطتاني، الإصدار الأرل،  (2020) "الذكائ الاصطتاني للجايع"،فريم نال البرنامج الإثرائي  

 .7،  ز، الىعوديةمعة الدلك نبد العزيجا-ناادة التعلم الالكتررني رالتعليم نن بعد
3
نبارة نن ميسىة غنً هادفة للربح ربها مشاركنٌ من كافة أرجائ العالم مكرسنٌ جهودهم للحفاظ نل  أمن راستيرار   

، تاريخ الاطلاع: https://www.icann.org/arبيئة الإشترشت ر ابليتها للتشريل، للازيد من التفاصيل أشظر: 
 .10:12، نل  الىانة 05-12-2024

4
، أششطة الويبو بشأن أميائ الحيول الجديدة، -ريبو -مو ع الدتظاة العالدية للالكية الفكرية  

https://www.wipo.int/amc/ar/domains/newgtld :نل  2024-12-05/، تاريخ الاطلاع ،
 .10:20الىانة 

5
ت الدتعلية بأميائ الحيول نل  الإشترشت ، الىياسة الدو دة لتىوية الدتازنا-ريبو-مو ع الدتظاة العالدية للالكية الفكرية  

WIPO ADR ،https://www.wipo.int/amc/ar/domains :12-07/، تاريخ الاطلاع-
 .11:33، نل  الىانة 2024



 

 

 

98 

 

 

 
6
، WIPO ALET، مت ة -ريبو-مو ع الدتظاة العالدية للالكية الفكرية  

https://www.wipo.int/ar/web/wipo-alert :نل  الىانة 2025-01-14، تاريخ الاطلاع ،
10:15. 

7
ديىابر/   20ديباجة معاهدة الويبو بشأن  م الديلف، الدتظاة العالدية للالكية الفكرية، كاا تم انتاادها في جتيف في   

 .1،  1996كاشون الأرل 
8
 .7، الد در شفىلم،  11الدادة   

9
 .8،  1996، معاهدة الويبو بشأن  م الديلف، 12الدادة   

10
 .9، الد در شفىلم،  2فيرة  14 الدادة  

11
ديباجة معاهدة الويبو بشأن الأدائ رالتىجيل ال وتي، الدتظاة العالدية للالكية الفكرية، كاا تم انتاادها في جتيف في   

 .1،  1996ديىابر/ كاشون الأرل  20
12

 .14، الد در شفىلم،  18الدادة   
13

 .14،  1996ال وتي،  ، معاهدة الويبو بشأن الأدائ رالتىجيل19الدادة   



 

 

99 

 

 
 موقف المشرع الأردني من استخدام تقنيات الذكاء الاصطناعي

"The Position of the Jordanian Legislator on the Use of Artificial 

Intelligence Technologies" 
 

 زياد محمد الوحشات2شيماء الحسين1
 .الاردفجامعة عجلوف الوطنية

  

  :ملخص
تناولنػػػا ذ  ػػػرا البرا ػػػة لعػػػا ااشػػػةاليات العا و يػػػة النااػػػة عػػػا ا ػػػي،باـ تعنيػػػات الػػػر اء الا ػػػ ناع   
وخا ػػػة ايمػػػا بإيعلػػػ  طمةا يػػػة ت ايػػػ  العواعػػػب العامػػػة اليعليببإػػػة الػػػواردة ذ العػػػا وف الدػػػب  ا رد  والديعلعػػػة 

 بالدسؤولية الدب ية. 
وتو لنا إلى عبة  يائج أهمها  وجود اتفاؽ اعه  على أف اليشربإع ا رد  الحالي طمةا ػ  أف بإط ػ  جا ػ  
ما مشةلة  را الدوضوع   رلك أ   ليس باامةاف اعياار أي تعنية خا ة بالر اء الا  ناع  حار اً أو 

ش،صػية العا و يػة الػس تسػم   ف تالعاً يدةا أف بإسػلؿ عػا ا ضػرار الناعػة عػا أخ ائػ     ػ  لا بإيميػع بال
 بإةوف ل  ذمة مالية مسيعلة. 

 مػػا تو ػػ   ػػرا البرا ػػة إلى وضػػع تشػػربإع خػػاص اػػرا اليةنولوجيػػا الحببإ ػػة لدوا اػػة الدسػػيجبات ذ لرػػاؿ 
 الر اء الا  ناع  وتنظيم أاعاؿ  راِ اليعنية وما بإترت  عليها ما أضرار. 

( مػػا العػػا وف الدػػب  ا رد  ويػػ  تةػػوف 291 ػػا الدػػادة   ػػرلك  ناشػػب الدشػػرع ا رد  لتػػرورة تعػػببإ  
شاملة ذ حةمها تعنية الر اء الا  ناع  إلى جا   حرا ة ا شياء  و عترح النا الآتي: "   مػا  ػاف 
تحت تصرا  أشياء تي ل  عنابإة خا ة ليلاذ ضرر ا أو آلات ذ يػة أو آلات ميةا يةيػة بإةػوف ضػامناً لدػا 

مػا ضػرر  إلا مػا لا يدةػا اليمػرز منػ   مػع عػبـ ااخػلاؿ ذػا بإػرد ذ ذلػك مػا أحةػاـ تساا   ػراِ ا شػياء 
 خا ة". 

 .تعنيات الر اء  الا  ناع   الدسؤولية الدب ية  ااضرار  اليةنولوجيا الحببإ ةالكلمات المفتاحية: 
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  مقدمة: .1
العصر الحببإ  ت ور رقم  وتةنولوج   ائ  بإفرض  فس  وقاتي  على حياة الناس ذ ايع  بإشهب

 أ ش يهم وأعمالذم لة  بإسه  وبإيسر عليهم  عوبات الحياة. 
االيعبـ اليةنولوج  أمر لا غنى عن  ذ الوقت الحاضر وبإعف العالم لر وؿ أماـ  را اليعبـ ويحاوؿ مسابإرت  

وا   العا و ية مع وضع تعنين خاص اا ولزاولة الوقوؼ على أ س الدسؤولية ما حي   را اليعبـ ذ الج
عا ا ضرار النااة ما ا ي،باـ تعنية الر اء الا  ناع  والس تيسم بالا يعلالية ذ اتخاذ العرارات لعيباً 

وتبـر  عا العنصر الاشري ذ لعا ا حياف  بااضااة إلى أف لعا  را الآلات تعوـ با عماؿ الدادبإة
 اليصراات العا و ية وباليالي قب تترت  العببإب ما ا خ اء والدشا   الس تسا  أضرار للطير. 

و ييجة ما تعبـ داع لعا الفع  إلى تةييف العواعب العا و ية اليعليببإة واليو ع ايها لة  تيماشى مع  را 
وا ش،اص الدسؤولين عا الترر النوع ما الآلات ما خلاؿ تحببإب الجوا   العا و ية وتحببإب ا خ اء 

 الري تساا   راِ الآلات. 
 أهمية الدراسة: 

تبرز أهمية البرا ة ذ أنها تلع  التوء على موضوع قا و  حببإ  ودقي  لم بإيم معالجي  أو تنظيم  ذ 
اليشربإع ا رد  بالرغم ما أهميي   وداع الدشرع ا رد  لييبخ  لحمابإة المجيمع ما ا ضرار الس تترت  عا 

 يمع. أخ اء الآلات ذات الر اء الا  ناع  الس أ ا  لا غنى عنها ذ المج
 مشكلة الدراسة: 

تةما مشةلة البرا ة ذ تحببإب ا  اس العا و  للمسؤولية الدب ية عا تعنية الر اء الا  ناع  وتحببإب 
طايعيها  اتلًا عا ااشةالات العا و ية الناعة عا ا ي،باـ  را الآلات ذ ظ  الي ور الديسارع الري 

 بإشهبا العالم ذ الوقت الحاضر.
 أهداف الدراسة: 

تهبؼ البرا ة إلى اليعرؼ إلى مفهوـ وأهمية الر اء الا  ناع  والدسؤولية الدب ية الناعة عا ا ي،بام   
مع الام  عا أ ا ها العا و  وطايعة تلك الدسؤولية ومبى جواز ت اي  قواعب الدسؤولية الدب ية اليعليببإة 

 على الر اء الا  ناع . 
 منهج الدراسة: 
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ت  راِ البرا ة الدنهج اليمليل  الو ف  ما خلاؿ تحلي  النصوص العا و ية ذات العلاقة ذوضوع ا يهج
 الام  ذ  اي  اليو   إلى حلوؿ قا و ية اشةاليات البرا ة. 

 ماهية الذكاء الاصطناعي .2
واليعنية الحببإ ة.  بإعُب الر اء الا  ناع  ما العلوـ الدايةرة الحببإ ة  والس تعيمب على الةمايوتر والبرامج

ودخ  ذ لرالات عببإبة منها ال   واليعليم والذنب ة والنع  واليجارة  وقب تنامى دور الر اء وي  
 بإصا  لا غنى عن  مسيعالاً.

 التعريف بالذكاء الاصطناعي.. 2.2
 والدلع   لو الر اء الا  ناع   و أوؿ ما ا ي،بـ (John McCarthy)بإعُيبر العالم جوف مةارث  

إذ عرا  أ   "علم  نب   بإعوـ ط شاء آلات ذ ية وخا ة ذ  1956مص ل  الر اء الا  ناع  عاـ 
 .(1 لراؿ لرامج الةمايوتر"

عُرؼ     "لرموعة ما النظريات العلمية واليعنيات الحببإ ة الدسي،بمة ذ إ شاء آلات تةوف قادرة   ما
 .(2 على تنفير الدهاـ وا عماؿ الس  اف بإعوـ اا اا ساف  العاً"

وعُرؼ أبإتاً أ  : "أحب اروع علم الةمايوتر الدهيمة ذما ػاة الآلات لسػلوؾ الاشػر  اهػو علػم بإعػوـ ط شػاء 
 .(3 زة ولرامج على الةمايوتر تفةر ل ربإعة البماغ الاشربإة وتعرر وتيصرؼ  ما بإيصرؼ اا ساف"أجه

وما خلاؿ اليعاربإف الديعبمة ترى الااح ة أنها تبور ذ لزػور واحػب ألا و ػو أف الػر اء الا ػ ناع  بإهػبؼ 
 ذ لعا ا عماؿ. إلى جع  الجهاز أو الآلة تحا    لوؾ الاشر وي  يدةا الا يعاضة اا عا الاشر 

ولناءً على ما تعػبـ يدةػا أف  سػي،لا تعربإػف شػام  مػا وجهػة  ظػر الااح ػة و ػو أف الػر اء الا ػ ناع  
 لرلرة ا جهزة والآلات الس تؤ لها للعياـ لة  أو لعا مهاـ العع  الاشري. 

 خصائص الذكاء الاصطناعي..  2.2
أف الر اء الا  ناع  ذو طايعة خا ة ما حي  لزا ات  للر اء الاشري  و را بإيت  ذ  باعياار

 عبة خصائا ومميزات  وضمها على النمو الآتي:
 أولًا: قابليته للتعلم والإدراك.

تيم    راِ الخا ية ذ العبرة على تعلم واهم وإدراؾ الحاجات الاشربإة ما خلاؿ مراقاة السلوؾ 
ور ب حيات  وعادات  الروتينية  أو تد ي  نماذج آلية اػ  إحبى المجالات الحياتية وما  الاشري لش،ا معين
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ثم تعين العلاقات لين عنا ر ا وا ي،لاص النيائج الس تيواا  مع الحبث أو الدوقف ما خلاؿ تلعين 
 الجهاز ذعلومات تدنمن  العبرة على اادراؾ والفهم. 

ء الس تعوـ على اةرة الا يفادة منها ذ  اي  تحسين ا داء  رلك العبرة على اليعلم ما ا خ ا
 .(4 و و ما بإعرؼ باليعلم ما الخ ل أو المحاولة

 ثانياً: قابليته على اتخاذ القرارات والاستقلالية.
بإعيبر الا يبلاؿ أو الا ينياج ما الخصائا الدهمة للر اء الا  ناع  و و  ييجة ما تم تزوبإبا 

للأجهزة  إذ بإصا  للجهاز العبرة على الرد وتعبيم الاقتراحات ما خلاؿ إتااع  وتخزبإن  ما معلومات
 .(5 أ لوب الام  اليجربإبي والري بإعيمب على  عة تخزبإا معلومات  ايرة والرد ا دؽ وطرح لبائ 

 أنواع الذكاء الاصطناعي.  3.2
الا  ناع  أ واع ميعبدة تبور لعتها حوؿ قبرتها والاعا الآخر حوؿ وظيفيها أو  للر اء

 مهامها الس تعوـ اا  و را ما  نوضم   ما بإل : 
 أولًا: أنواعه وفقاً لقدرته: 

بإعوـ  را النوع على أ اس العبرة ذ العياـ بالدهاـ امنها الر اء الا  ناع  التي  أو المحبود 
 .(6   واع ا يشاراً  إذ بإعوـ ذهاـ لزبدة  السيارات ذاتية العيادةوالري بإعُب أ  ر ا

 رلك الر اء الا  ناع  العاـ يحاوؿ  را النوع الاقتراب واليشا  بالعع  الاشري ما حي  
 .(7 اليفةير والي، يط  الشاةة العصاية الا  ناعية

على العع  والر اء الاشري ذ لعا الدسائ  منها  والر اء الا  ناع  الخارؽ الري بإيفوؽ
 .(8 اليصميمات الذنب ية والعمليات الحسالية

 ثانياً: أنواعه وفقاً لمهامه.
أما أ واع الر اء الا  ناع  ما حي  الدهاـ امنها الآلات اليفاعلية الس تعُب ألس ها  إذ لا 

اضية ويحاوؿ اعط إخراج اليجارب لشة  أات  بإسي يع  را النوع ت وبإر أعمال  واليعلم ما اليجارب الد
 دوف عببإب. 

ومنها ذو الرا رة المحبودة  السيارة الراتية العيادة الس تعيمب على تخزبإا الايانات والدعلومات لفترة 
 زمنية لزبدة.
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 الطبيعة القانونية للأضرار المترتبة عن استخدام تقنيات الذكاء الاصطناعي .3
( ما العا وف الدب  ا رد  على أ  : "   إضرار بالطير بإلزـ ااعل  ولو غير مميز لتماف 256الدادة   تنا

وعلي  لا لب ما تواار ا ر اف ال لاثة ما الفع  التار والترر والعلاقة السااية ليمع  الدسؤولية  .(9 الترر"
الة وجود ععب إلى جا   الترر والعلاقة و   الدسؤولية اليعصيربإة  أو تواار خ ل ما جا   الدببإا ذ ح

 السااية و نا تيمع  أر اف الدسؤولية الععببإة  وعلي   نعسم  را الدام  إلى م لاين  ما بإل : 
 الد ل  ا وؿ: أ واع الدسؤولية.

 الد ل  ال ا : ا  اس العا و  للمسؤولية الدب ية
 : أنواع المسؤولية المدنية. 2.3

تنعسم الدسؤولية الدب ية إلى مسؤولية ععببإة ومسؤولية تعصيربإة ومسؤولية موضوعية  و را ما  نوضم   ما 
 بإل : 

 المسؤولية العقدية.اولا : 
ذ حالة إخلاؿ أحب ا طراؼ الديعاقبة باليزامات  ذ الععود الصميمة  اإف ال رؼ الديترر ل  الح  ذ 

الد الاة باليعوبإا الري قب بإةوف لزبد ذ الععب أو تعوـ المحةمة ليمببإبا اليمل  ما اليزام  بااضااة إلى 
  ذعنى أف الدببإا بإليزـ لتماف الخسائر الديوقعة أو (10 وا  ما لح  الديترر ما خسارة وما اات  ما  س 

 الس ما الدمةا توقعها  ييجة لعبـ تنفير الاليزاـ ما قال . 
منها إخلاؿ الاائع ليسليم الدايع واعاً للشروط والدوا فات الديف  وبإي،ر ااخلاؿ باليعاقب أشةاؿ عبة 

اينها الدسؤولية الععببإة إذا  ا ت الآلة ذات ذ اء ا  ناع  غير م العة للشروط  .(11 عليها ذ الععب
والانود الدنصوص عليها ذ الععب  ايم  للمشتري إنهاء الععب  وتعوـ الدسؤولية الععببإة عنبما لا تعم  

 .(12 ة با داء الديف  علي  ذوج  الععب  حتى وإف لم بإترت  عا ذلك ضررالآل
ولناءً على ما تعبـ اإ   لا يدةا إجاار البائا على قاوؿ ش ء لببإ  غير الديف  علي  ذ الععب حتى لو  اف 
مساوي ما حي  العيمة أو أعلى ما الش ء المحبد ذ الععب  إذ بإليزـ الاائع لتماف  لاحية الدايع 

 .(13 وتسليم  والي  وقت اليعاقب   ف اليزام   و اليزاـ ليمعي   ييجة وليس اليزاـ لارؿ عنابإة
اتلًا عما تعبـ لا بإةف  لعياـ الدسؤولية الععببإة وجود خ ل ما الدببإا وترت  ضرر علي   ل  بإلزـ وجود 

ل ذ تلك العلاقة  ل  ااترض أف علاقة  ااية لين الترر والخ ل  والدشرع ا رد  لم بإلزـ البائا إثاات الخ 
الترر راجع إلى خ ل الدببإا ما أج  قياـ الدسؤولية و   قربإنة قا و ية لسي ة قاللة اثاات العةس حي  
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يجوز للمببإا  ف  العلاقة لين الخ ل والترر وأف الترر ترت  لسا  أجنبي  و را ما  صت علي  الدادة 
: "بإنعت  الاليزاـ إذا أثات الدببإا أف الوااء ل  أ ا  مسيميلاً ( ما العا وف الدب  ا رد  على أ  448 

 لسا  أجنبي لا بإب ل  اي ". 
وواعاً لدا تعبـ بإسي يع الش،ا الدسؤوؿ عا الر اء الا  ناع   ف  الدسؤولية عن  إذا أثات أف الترر 

 ليس بخ ل من  وإنما لسا  أجنبي. 
 المسؤولية التقصيرية. ثانيا 

الدسؤولية اليعصيربإة لا بإةوف ايها أي  وع ما اليعاقب  وإنما تعوـ على أ اس ااخلاؿ لواج  معلوـ أف 
 .(14 بإفرضُ  العا وف بإيم   بااخلاؿ بالاليزاـ لعبـ ااضرار بالطير

االخ ل بإعوـ على اليمييز واليعبي واادراؾ  وبإشترط لحصوؿ اليعوبإا إثاات الخ ل والترر والعلاقة 
( ما العا وف 256ع ا رد  أقاـ الدسؤولية اليعصيربإة على الفع  التار وذلك ذ الدادة  السااية  االدشر 

الدب  ا رد   وعلي  بإنشل ااضرار  ييجة ااخلاؿ بالاليزاـ العا و  و و عبـ ااضرار بالطير حتى لو  اف 
 .(15 الديسا  عبيم اليمييز واادراؾ

  ناع  لبعم العرار السربإري لو ف البواء  إلا أف البرنامج ام لًا لو اعيمب ال اي  على الر اء الا
أ بر و فة خاطئة تم عا   الخ ل الوارد ايها ما ال اي    نا بإسلؿ ال اي  عا اا ابات وا ضرار 

 .(16 الناعة عنها الس أ الت الدربإا وليس عا الو فة الخاطئة الس  برت عا الآلة
عصيربإة على الر اء الا  ناع  بإواج   عوبات منها  تحببإب الش،ا إلا أف ت اي  قواعب الدسؤولية الي

ال ايع  أو الحةم  الدسؤوؿ عا ا ضرار الس  ااها الر اء الا  ناع  الري بإعب مسيميلًا ذ الواقع 
العمل  لسا  ا يعلالية الر اء الا  ناع  والس لا تةف  العواعب العامة اقامة الدسؤولية عا ا ضرار 

 عا  را النظاـ وذلك لصعولة إقامة علاقة لين الفع  التار والترر.  الدترتاة
 المسؤولية الموضوعية. ثالثا 

الطرض ا  ا   ما قياـ الدسؤولية الدب ية  و جبر الترر وتعوبإا الديترر و را ما يج  ت ايع  ذ لراؿ 
الر اء الا  ناع    ف  را النوع ما اليةنولوجيا بإفرض أوضاع قا و ية جببإبة لا تةف  العواعب 

  ناع . اليعليببإة لدعالجيها لشلف تحببإب مرتة  الفع  التار عا طربإ  آلات الر اء الا 
وعلي  بإر   جا   ما الفع  إلى اقتراح قياـ الدسؤولية الدوضوعية وارضها على أ اس أف الر اء 
الا  ناع   شاط غير طايع  وخ ر وتترت  الدسؤولية الد لعة على أش،اص لسا  الخ ر الناشئ عا 
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را بإؤدي إلى الخروج عا أ ش يهم على الرغم ما ا يفاء العلاقة السااية لين ذلك النشاط الخ ر والترر  و 
 العواعب العامة للمسؤولية الدب ية والس بإشترط الفع  التار أو الخ ل  ل اس لذا. 

وذ ضوء ما تعبـ عرؼ لعا الفع  الدسؤولية الدوضوعية  نها: "الدسؤولية الس بإةف  لعيامها وجود علاقة 
 .(17 لو  اف النشاط  مي  و ليم" ااية لين الترر ومصبر النشاط دوف النظر إلى خ ل الدسؤوؿ حتى 

لةا ذ الحعيعة إف الدسؤولية الدوضوعية تواج  عبة تحبيات منها  عولة تحببإب عي  الدنيج الري يحبث 
ايها الترر  ييجة  لوؾ الر اء الا  ناع  الري تعلم  ما الايئة المحي ة ل  إذا  اف يدةن  اتخاذ قرارات 

يدةا جبر الترر ايها على أ اس الدسؤولية الدوضوعية عا الدنيجات مسيعلة  وباليالي  يظهر حالات لا 
 .(18 الدعياة

وعلي  ترى الااح ة امةا ية ت اي  الدسؤولية الدوضوعية على آلات الر اء الا  ناع  الا يفاء طثاات 
ما  الترر دوف العي  وذلك ليواير أ بر قبر ما الحمابإة للمترور وتعوبإت  لجبر الترر وذلك ا  لاقاً 

قاعبة  الطرـ بالطنم( و تحم  الياعية(  وأف تةوف الدسؤولية تتامنية ذ حالة تعبد ا ش،اص العائمين 
 على ا يعماؿ الر اء الا  ناع . 

 الأساس القانوني للمسؤولية المدنية للذكاء الاصطناعي. 2.3
 ييجة الي ور الةاير والدسيمر و  ذ أ اس الدسؤولية الدب ية للر اء الا  ناع  ليس با مر اليسير وذلك 

ذ  را المجاؿ  اعب تعوـ على أ اس الععب وقب تعوـ على أ اس مسؤولية الدياوع عػا أاعػاؿ تالعيػ  أو علػى 
أ اس اةرة الحرا ة  وحاوؿ لعا الفع  إقاميها على أ اس مسػؤولية النائػ  العػا و   و ػرا مػا  نوضػم  

 على اليوالي  الآتي: 
 قيام المسؤولية على أساس العقد. اولا 

تنشل الدسػؤولية الععببإػة ذ حالػة إخػلاؿ أحػب ال ػراين الديعاقػببإا باليزامػ    ػواء أ ػاف الخ ػل إهمػاؿ أـ خ ػل 
وأف بإترتػ  عليػ  ضػرر بإصػي  مصػلمة مشػروعة  حػب طػرذ الععػب أو ذ حػ   (19 عمبي ذ ععب  ػمي 

لترر وبإلزـ البائا طثااتها  بالدعال  بإسي يع الدػببإا الػي،لا ما حعوق   وضرورة تواار علاقة  ااية الخ ل وا
 .(20 ما الدسؤولية لنف  العلاقة السااية إذا  اف ااخلاؿ ناتج عا  ا  أجنبي أو قوة قا رة

وبالرغم أف الدشرع ا رد  لم بإتع قوا ين خا ة لينظػيم الػر اء الا ػ ناع   لةػا  ػرا لا بإعػف حػاجز مػا 
إ ػػػناد الدسػػػؤولية الععببإػػػة علػػػى أ ػػػاس قػػػا وف ،ابإػػػة الدسػػػيهلك ا رد   أو علػػػى أ ػػػاس الاليػػػزاـ بالد العػػػة 

 وضماف العيوب الخفية  وذلك  ما بإل : 
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 حماية المستهلك. نشوء المسؤولية على أساس قانون  -أ
  والػري بإ اػ  علػى العلاقػة لػين 2017( لسػنة 7ما العوا ين الخا ة قا وف ،ابإة الدسػيهلك ا رد  رقػم  

الدزود والدسيهلك ضما شروط حبد ا الدشرع والذبؼ ما  را العا وف ،ابإػة الدسػيهلك مػا خػلاؿ م العػة 
 عسف . السلعة للشروط ما حي  جودتها ودقيها و،ابإي  ما أي شرط ت

اتلًا عا أف العا وف الدر ور أعلاا اعيمب مفهوماً وا عاً للمسيهلك  إذ شم  الشػ،ا ال ايعػ  والحةمػ  
 .(21 ويخرج ما الدفهوـ    ما يحص  على الاتاعة ما أج  الايع أو اليلجير

أف الدػػزود و ػػو  ػػ  مػػا يدػػارس  شػػاط مهػػ   وبإيسػػع مفهػػوـ الدػػزود ليشػػم  الدػػوزع والدػػبرمج والدصػػنع  أمػػا  ليػػب
 يحص  الدسيهلك علي  ما الدزود. (22 السلعة       ماؿ منعوؿ

وعلي  لي اي  ما تعبـ علػى تعنيػة الػر اء الا ػ ناع  بإيتػ  لنػا أ ػ  باامةػاف اعياار ػا  ػلعة وبإةػوف الدػزود 
( مػػا قػػا وف ،ابإػػة الدسػػيهلك 19 ػػ  ضػػرر بإلمعػػ  الدنػػيج وذلػػك واعػػاً لدػػا  صػػت عليػػ  الدػػادة  مسػػؤولًا عػػا  

 ا رد  على أ  : "بإةوف الدزود مسؤولًا عا الترر الناجم عا السلعة أو الخبمة الدعياة". 
قوعػ   وذلك ذ حالة إثاات أف الترر لسػا  تعصػير الدػزود ذ اتخػاذ الحي ػة والحػرر أو اليناػ  إلى احيمػاؿ و 

وقػػػب بإنشػػػل التػػػرر مػػػا عيػػػ  بإعػػػود إلى و ػػػيلة حفظػػػ  أو ا ػػػيهلا   أو حفظػػػ  أو تباولػػػ  وتةػػػوف مسػػػؤولية 
 .(23 الدزودبإا تتامنية

وتػػرى الااح ػػة أف قػػا وف ،ابإػػة الدسػػيهلك ا رد  بإعُػػب أ ػػاس للمسػػؤولية الععببإػػة الػػس تترتػػ  عػػا ا ػػي،باـ 
س تظهػر ذ الآلػة ذات الػر اء الا ػ ناع  وبالرجػوع تعنية الر اء الا  ناع   إذ بإتػما العيػوب الخفيػة الػ

إلى العواعػػب العامػػة الخا ػػة بالايػػع وطلػػزاـ الاػػائع لتػػماف العيػػوب الخفيػػة لا بإيعػػارض مػػع الدسػػؤولية الععببإػػة 
 الناشئة عا تعنية الر اء الا  ناع . 

 نشوء المسؤولية على أساس ضمان العيب.  -ب
 (197-193ا رد  نجب أ   تعرض للعيوب الخفيػة ذ الدايػع ذ الدػواد  ما ا يعراء  صوص العا وف الدب  

  والس اشترطت ثلاث شروط ذ العي  و   الخفاء وي  يجهل  الدشتري ولا بإعلم ل   والعبـ ذعنى أف (24 
 .(25 بإةوف العي  موجود ذ الش ء الدايع قا  الايع والجسامة أي أ   بإؤثر على قيمة الش ء لشة  واض 

لي  يدةا أف تنها مسؤولية  ا ع الآلة ذات الر اء الا ػ ناع  علػى أ ػاس  ظربإػة العيػ  الخفػ  واعػاً وع
للعواعب العامة ذ العا وف الدب  ا رد  ذ حاؿ تواار شروط معينة  اف   را الحالة بإةوف للمشتري الخيار 

 .بالفسخ أو قاوؿ الدايع مع إ عاص ال ما
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 قيام المسؤولية على أساس الفعل الضار.  ثانيا 
 الدسػػػػػػؤولية اليعصػػػػػػيربإة تعػػػػػػوـ علػػػػػػى أ ػػػػػػاس ااخػػػػػػلاؿ لواجػػػػػػ  قػػػػػػا و  و ػػػػػػو عػػػػػػبـ ااضػػػػػػرار بالطػػػػػػير  وأف 
ت ايػػ   ػػراِ العاعػػبة علػػى تعنيػػة الػػر اء الا ػػ ناع  ذ حالػػة إذا تسػػا  لتػػرر للطػػير  بإعيتػػ  الامػػ  ذ 

 الدسائ  الآتية: 
 الحراسة في الآلات الذكية.  قيام المسؤولية على أساس -أ

الدعصود بالش ء " و    ش ء مادي غير ح   ػواء أ ػاف آلػة ميةا يةيػة أو أي شػ ء غػير ذلػك بإي لػ  
  االدعػػػبات ذعػػػنى الدةػػػونات الدادبإػػػة ليعنيػػػة الػػػر اء الا ػػػ ناع  ا جهػػػزة الدرئيػػػة (26 حرا ػػػي  عنابإػػػة خا ػػػة"

عنابإػػة خا ػػة  مػػع إمةا يػػة ت ايػػ  أحةػػاـ الدسػػؤولية علػػى والمحسو ػػة تعُػػب مػػا قايػػ  ا شػػياء الػػس تسػػيوج  
تعنية الر اء الا  ناع  عنبما تسا  ضرراً بالآخربإا  أما الدةػوف الآخػر  ػو البرلريػات و ػو لػرامج الػر اء 
الا  ناع  وتعب ما الدةونات الدعنوبإة الس بإيم إدرا ها بالفةر و و  ياج الر ا الععل  الس اعترؼ الدشػرع 

  (27 ا وأضفى عليها الصفة الدعنوبإة وأختعها لعوا ين خا ػة  عػا وف لػراءة الاخػتراع وحػ  الدؤلػفا رد  ا
وبالرغم أف البرلريات أشياء معنوبإة إلا أنها تترجم إلى الحيز الدادي وباليالي يدةا  شوء الدسؤولية عا ا شياء 

 إذا  يج عنها ضرر.
 على مسؤولية حارس ا شياء على أ ػ : " ػ  مػا  ػاف ( ما العا وف الدب  ا رد 291وقب  صت الدادة  

تحت تصرا  أشياء تي ل  عنابإة خا ة للوقابإة ما ضرر ا أو آلات ميةا يةية بإةوف ضامناً لدا تحبثػ   ػراِ 
ا شياء ما ضرر إلا ما لا يدةا اليمرز من ..." واعاً للمادة الديعبمة بإشترط أف بإةوف  ناؾ ش،ا بإيػولى 

نابإة الشػ،ا الدعيػاد ووقػوع ضػرر  ييجػة اعػ  الآلػة  اػإذا تػواارت تلػك الشػروط نهتػت الحرا ة وأف بإارؿ ع
 الدسؤولية الدب ية عا تعنية الر اء الا  ناع . 

إلا أ نػػا  ػػرى أف  ػػرا الااػػتراض لعيػػب عػػا الصػػمة لشػػة  م لػػ  وذلػػك  ف الحػػارس لا بإعػػب مالػػك ذ حالػػة 
   وأبإتػػػػاً اعياػػػػار الحػػػػارس  ػػػػو مسػػػػي،بـ الػػػػر اء الدلةيػػػػة الفةربإػػػػة  ف الدلةيػػػػة تةػػػػوف للمؤلػػػػف أو  ػػػػاحا

الا ػ ناع  أبإتػػاً لعيػػب عػػا الصػػمة   ػػ  يدةػػا ا ػي،بام  مػػا عػػبد  اػػير مػػا ا اػػراد   ػػرلك أف الدالػػك لا 
يدةػػا اعياػػارا حار ػػاً دائمػػاً   ػػ  قػػب اعػػب الحيػػازة ل ربإعػػة مشػػروعة  اايجػػار أو غػػير مشػػروعة  الطصػػ   ف 

 العبرة بالسي رة الفعلية. 
ضػػااة إلى مػػا تعػػبـ أف الحرا ػػة لا تيػػواار إذا  ا ػػت الآلػػة ذات الػػر اء الا ػػ ناع  تيميػػع بالعػػبرة علػػى باا

 العياـ با عماؿ با يعلالية. 
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وليجاوز تلك الصعوبات ذ تحببإب الدالك  ناؾ قربإنػة لسػي ة يدةػا ت ايعهػا علػى الػر اء الا ػ ناع  تعػوـ 
داع الدسؤولية إلا إذا أثاػت أف السػل ة الفعليػة لم بإةػا لببإػ   على أف الدسي،بـ للآلة  و الحارس  ولا يدةا

 .وقت وقوع الترر
 .(28)قيام المسؤولية على أساس مسؤولية المتبوع عن أفعال تابعيه -ب

( مػػا العػػا وف ا رد  لا تعػػوـ مسػػؤولية الدياػػوع إلا ذ حالػػة ارتةػػاب ااعلػػ  لفعػػ   ضػػار  288واعػػاً للمػػادة  
بإسا  ضرر بالطير  أجاز الدشرع ذ  راِ الحالة للميتػرر أف بإ الػ  باليعػوبإا عػا طربإػ  راػع دعػوى علػى 

لػػب مػػا تػػواار شػػروط معينػػة منهػػا  اليػػالع والدياػػوع باعياارهمػػا مسػػؤولين مسػػؤولية  تتػػامنية  وليمعػػ  ذلػػك لا 
 وجود رال ة تاعية وأف بإصبر الفع  التار ما اليالع أثناء تأدبإي  لوظيفي  أو لسااها. 

وعلي  اإف مسػؤولية الدياػوع مسػؤولية تاعيػة لا بإعػع عليػ  التػماف عػا التػرر الػري  ػاا  تالعػ  للطػير  إلا إذا 
ا  الترر  االدياوع ذ  را الحالػة بإعػب  فيػ  قػا و  أو ثايت مسؤولية اليالع بارتةال  الفع  التار الري  

 .(29 ضاما لليالع
وذ ضػػػػوء مػػػػا تعػػػػبـ تػػػػرى الااح ػػػػة أف الآلػػػػة ذات الػػػػر اء الا ػػػػ ناع  لا تيميػػػػع بالش،صػػػػية الاعيااربإػػػػة ولا 
ال ايعية وليس لذا أ لية ولم بإعُترؼ بالش،صية العا و ية لذا  وغياب رقالة وتوجيػ  الدياػوع يجعػ  مػا الصػعولة 

 لر اء الا  ناع . ت اي  أحةاـ مسؤولية الدياوع عا أاعاؿ تالعي  ذ حالة الآلة ذات ا
 قيام المسؤولية على أساس النائب القانوني.  ثالثا 
الي ػػور اليةنولػػوج  واقػػع بإفػػرض علػػى الدشػػرع العػػا و  مسػػابإرت  ذ لرػػاؿ الػػر اء الا ػػ ناع  ليمعيػػ   بإعيػػبر

العبالة لين الدترور و ا ع  ومسي،بم  الآلات الر ية. إذ تديلك تلػك الآلات الدهػارة الراتيػة الػس تدةنهػا 
ب يػػػة عػػػا ا ضػػػرار الػػػس مػػػا ا يسػػػاب الش،صػػػية العا و يػػػة والػػػري بإترتػػػ  علػػػى ذلػػػك تحملهػػػا للمسػػػؤولية الد

 .(30 تسااها
 مػػا أف  ظربإػػة النائػػ  العػػا و  الدسػػؤوؿ  ػػو اعػػ  تعصػػير أو إهمػػاؿ الآلػػة ذات الػػر اء الا ػػ ناع  خػػػلاؿ 
اليشػػطي  ممػػا بإع يهػػا ا ػػيعلالية ذ اليفةػػير والحر ػػة واتخػػاذ العػػرارات  الاشػػر  وأ ػػاس الدسػػؤولية  ػػ  ا ػػراؼ 

ذا  ا ت ميوقفػة تسػري عليهػا أحةػاـ وتةييػف الشػ ء ولػيس أحةػاـ الآلة عا أدائها خلاؿ اليشطي . أما إ
وتةييػف الآلات الر يػػة. إلا أ ػػ  يدةػػا الاتفػػاؽ علػػى شػروط الععػػب الديعلعػػة بالدسػػؤولية والػػس تخػػالف العواعػػب 

 .العامة للمسؤولية الععببإة وذلك لدوا اة الي ور اليةنولوج  للر اء الا  ناع 
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وذ حالػػة ا عػػباـ الرال ػػة الععببإػػة تترتػػ  الدسػػؤولية اليعصػػيربإة والػػس تعػػوـ علػػى أ ػػاس إثاػػات الخ ػػل والتػػرر 
 والعلاقة السااية. 

وعليػػ  تػػرى الااح ػػة أف  ظربإػػة النائػػ  العػػا و   ػػو ت ػػور لدفهػػوـ حػػارس ا شػػياء  وأف الاعػػتراؼ بالش،صػػية 
مراقاػة اا سػاف إ ػبار لعيمػة العػا وف اا سػا  وعػبـ العا و ية للر اء الا ػ ناع  وعػبـ ختػوع  لسػي رة و 

العػػبرة علػػى اليطلػػ  علػػى الدشػػا   العا و يػػة وا خلاقيػػة ذ لرػػاؿ اليعلػػيم والصػػمة والخػػبمات وغير ػػا  امػػا 
 التروري لعاء مسؤولية النائ  العا و  وا خر اا ذ اليشربإعات الس تخلو منها  العا وف الدب  ا رد . 

 القانونية الناشئة عن استخدام تقنيات الذكاء الاصطناعيالآثار  .4
لا تنها الدسؤولية الدب ية لشعيها الععببإػة واليعصػيربإة إلا ذ حالػة وجػود إخػلاؿ  ػواء باليزامػات ععببإػة أو 
اليزامات قا و ية  بإنيج عنها ضرر بإصي  الطير  بااضااة إلى ضػرورة تػواار علاقػة  ػااية عليهػا بإنشػل ضػماف 

 .ليب أف الدببإا بإسي يع  ف  الدسؤولية عن  ذ حالات معينة الترر. 
 : ضمان الضرر.اولا 

بإعصب باليعػوبإا إعػادة  بإيم   ضماف الترر باليعوبإا الري بإعب الجزاء الدترت  على تحع  الدسؤولية  وعلي 
الػري اخيػ  لسػا  الدترور إلى الحالة السػالعة الػس  ػاف عليهػا قاػ  وقػوع التػرر  ذعػنى آخػر إعػادة اليػوازف 

 .الترر
وبإعُب اليعوبإا الدرحلة اللاحعة لعياـ الدسػؤولية الدب يػة  وقػب حػبد الدشػرع ا شػ،اص الػربإا لذػم حػ  اللجػوء 
للعتاء  وذا أف الديترر ما تعنية الر اء الا  ناع  ل  ح  اللجوء إلى العتػاء والد الاػة باليعػوبإا إلا أف 

مػػع الي ػػور الذائػػ  ذ  ػػرا المجػػاؿ و ػػعولة تعيػػيم ا ضػػرار والد،ػػاطر اليعػػوبإا بالدفهػػوـ اليعليػػبي لا بإسػػيعيم 
النااػػػة عنهػػػا  ا مػػػر الػػػري داػػػع الػػػاعا إلى الامػػػ  عػػػا أ ظمػػػة جببإػػػبة وذلػػػك للػػػيمةا مػػػا جػػػبر التػػػرر 

 وتعوبإا الدترور  و را ما  ناين   ما بإل : 
 التعويض القانوني. -أ

إلى  ػػل ة العاضػػ  ويحةػػم لػػ  لدػػا لحعػػ  ضػػرر  ولػػ  الحربإػػة ذ اليسػػاي    (31 يختػػع  ػػرا النػػوع مػػا اليعػػوبإا
  ولا يجوز اليعوبإا مرتين ولا بإليزـ (32 وا    أف بإةوف اليعوبإا وجم الترر وأف لا بإيجاوزا أو بإع  عن 

ظػرؼ  العاض  ل ربإعة لزبدة لحساب وتعييم اليعوبإا وبإيلثر اليعوبإا والة الدترور العائليػة والداليػة باعياػارا
خاص بالنساة ل   ام لًا أف العاض  يأخر لنظػر الاعياػار الوضػع الدػالي والاجيمػاع  للمتػرور وإف لم بإظهػر 

 .(33 ذلك ذ أحةام   وأبإتاً بإنُظر إلى مبى مساهمة الدترور لفع  أدى إلى وقوع الترر
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ل عنػب تعػببإر اليعػوبإا ويج  على العاضػ  أف لا بإعيػب بالدر ػز الدػالي لدرتةػ  الفعػ  التػار ولا لخسػامة الخ ػ
االخ ػػػل وإف  ػػػاف بإسػػػيراً يجػػػ  أف يأخػػػر الدتػػػرور عنػػػ  اليعػػػوبإا  ػػػاملًا   ف معػػػبار اليعػػػوبإا بإيمػػػبد علػػػى 

 .(34 أ اس الترر وليس جسامة الخ ل
أمػػا وقػػت تعػػببإر اليعػػوبإا اعػػب ا ػػيعر الفعػػ  والعتػػاء علػػى أف تعػػببإر التػػرر بإةػػوف بإػػوـ  ػػبور الحةػػم مػػع 

  وبإيم جبر الترر إمػا عػا طربإػ  اليعػوبإا (35 لدترور وعنب الفص  ذ البعوىمراعاة ما و لت إلي  حالة ا
العي  أو قب بإةوف عا طربإ  اليعوبإا ذعال  واليعوبإا بإةوف  ع  ليػب أف الدتػرور قػب يجػب باليعػوبإا غػير 

  لةػػا اليعػػوبإا (36 النعػػبي أاتػػ  و ػػيلة لجػػبر التػػرر   ػػ  بإعيػػب الحػػاؿ إلى مػػا  ػػاف عليػػ  قاػػ  وقػػوع التػػرر
ي  بإصع  ت ايع  ذ حالة ا ضرار النااة عػا تعنيػة الػر اء الا ػ ناع  لذػرا لا بإةػوف للمتػرور  ػوى الع

 الحصوؿ على اليعوبإا ذعال .
ما الجببإر بالر ر أف اليعوبإا بإشم  العيوب الديعلعة ليشطي  الآلة وما بإنجم عنها ما أضرار وبإيم إ ناد ا 

 و الدادبإة و راِ ا مور يدةا أف تعُوـ بالنعود. للمنيج  أو لسا  تطير الدةونات الدعنوبإة أ
غير أف الصعولة ت ار ذ حالة الترر ا دبي لصعولة تعببإرا إلا ذ حالة ارتااط  بالترر الدادي  وبالػرغم مػا 
ذلك اعترؼ الفع  العا و  ليعوبإا م    راِ ا ضرار وتعب النعود و يلة ليعويم ا ضرار ا دلية  وباليالي لا 

 .(37 ما يدنع ما اليعوبإا عا ا ضرار ا دليةبإوجب 
و ػو ضػرر مااشػر بإصػي  شػ،ا  ييجػة  (38  رلك بإليزـ مرتة  الفع  التار باليعوبإا عا الترر الدرتب

 إ الة ش،ا آخر بالتػرر  ػلف بإةػوف مػا ذوي العػرم أو مػرتاط لعلاقػة مادبإػة مػع الدتػرور ا  ػل .ولناءً 
علػػى مػػا تعػػبـ تػػرى الااح ػػة أ ػػ  مػػا الدمةػػا ت ايػػ  العواعػػب العامػػة ذ اليعػػوبإا عػػا أضػػرار تعنيػػات الػػر اء 

 الا  ناع   وذلك     باامةاف تعويم ا ضرار ذ ايع الحالات بالنعود باعياار ا و يلة لليباوؿ. 
 التعويض التلقائي. -ب

 نادبإ  اليعوبإا و را ما  ناين   ما بإل : بإةوف اليعوبإا اليلعائ  ل ربإعيين إما اليلمين أو  
 (39)التأمين -

تسػػي،بـ شػػر ات اليػػلمين ا  ػػس العلميػػة ذ إجػػراء الدعا ػػة لعػػب عميػػع العببإػػب مػػا ا خ ػػار واعػػاً لعػػوا ين 
ااحصاء حتى تيمةا ما الوااء باليزاماتها عنب تحع  ا خ ار الدؤما منها  ما خلاؿ قيػاـ الدػؤما لذػم داػع 

 ا قساط. 
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  ولدعراة (40 ولا بإعوـ اليلمين إلا ضما   اؽ لرموعة ما ا خ ار الديجا سة داخ  مشروع ذا تنظيم علم 
ارض تحع  ا خ ار خلاؿ مػبة زمنيػة معينػة بإعػوـ اليػلمين علػى حسػاب الاحيمػالات والػس تع ػ  إلى حػب  

وـ ليط ييهػػا ومعػػبار مػػا  يػػائج  ػػميمة مػػا خػػلاؿ تدةػػا الدػػؤما مػػا حصػػر اليزاماتػػ  مػػع الد،ػػاطر الػػس  ػػيع
 .(41 ا قساط الس بإليزـ الدؤما ل  لباعها لصورة دوربإة

و ما أف لليلمين دور مهم ذ اليعوبإا عػا ا ضػرار   ػرلك لػ  دور ذ الاحييػاط مػا وقػائع مسػيعالية حػتى 
 .(42 وإف لم تُحبث ضرر  اليلمين ضب الوااة

لدادبإػة الػس بإسػااها الػر اء الا ػ ناع  تػوار الحمابإػة ولناءً على ما تعبـ اإف اليلمين عا ا ضػرار الجسػببإة وا
الداليػػة  ومػػا  ػػرا ا خ ػػار النفعػػات العلاجيػػة وتعػػوبإا ا شػػ،اص إذا أ ػػاام ضػػرر معنػػوي مػػا الآلػػة أو 
تلفهػا  ييجػػة اعػػ  آلػػة أخػػرى وغػير ذلػػك  وعليػػ  االيػػلمين عػػا ا ضػرار الجسػػببإة والدادبإػػة الػػس بإسػػااها الػػر اء 

بإة الدالية مػا أخ ػار النفعػات العلاجيػة وتعػوبإا ا شػ،اص إذا أ ػال  ضػرر معنػوي الا  ناع  توار الحما
 .(43 ما الآلة أو تلفها  ييجة اع  آلة أخرى

علػػػى ضػػػوء مػػػا تعػػػبـ تػػػرى الااح ػػػة أ ػػػ  إذا  ػػػاف اليػػػلمين أداة لنعػػػ  اليةنولوجيػػػا الحببإ ػػػة إلى ا  ػػػواؽ وأ شػػػل 
 ناعات جببإػبة  اإ ػ  بإي لػ  وجػود و ػائ  ملائمػة ليعيػيم الد،ػاطر ايعهػا النفسػية والدادبإػة ممػا بإػؤدي إلى 

ا ثم إ شاء  وؽ جببإب ليلمين وضع شروط أ ا ية لي وبإر اليلمين الخاص ليعنيات الر اء الا  ناع   وم
 إدارة الصناعات الدي ورة ما الناحية الفنية. 

وعلي  لا لب أف  ػرو حػرو الػبوؿ الدي ػورة ذ  ػا قػا وف تأمػين خػاص بالآلات الػر اء الا ػ ناع  بإةػوف 
ايػػػ  الدػػػؤما أو شػػػر ة اليػػػلمين مسػػػؤولًا عػػػا التػػػرر النػػػاتج عػػػا تعنيػػػات الػػػر اء الا ػػػ ناع  دوف الاعيػػػباد 

ؤولية الدالػػػػك أو الشػػػر ة الدنيجػػػػة  وباليػػػالي  ةػػػػوف قػػػػب أ شػػػلنا شػػػػة  جببإػػػب مػػػػا أشػػػةاؿ اليػػػػلمين ضػػػػب ذسػػػ
 ا خ اء.

 صناديق التعويض.  -
تعُػػػػب  ػػػػنادبإ  اليعػػػػػوبإا أداة لتػػػػماف اليعػػػػوبإا ذ الحػػػػػالات الػػػػس بإوجػػػػب ايهػػػػػا مشػػػػا   خا ػػػػة باليػػػػػلمين  

   مػػػا أف (44 لػػػببإهم لوليصػػػة تأمػػػين ا شػػػ،اص الػػػربإا يديلةػػػوف الآلات ذات الػػػر اء الا ػػػ ناع  ولػػػيس 
العواعب العامة للمسؤولية الدب ية تعوـ على وجود مسػؤوؿ عػا التػرر والػري بإلػزـ باليعػوبإا و ػرا لا بإيوااػ  
مع ا خ ار الس لا يدةا معراة أو تحببإب مسااها أو الدسؤوؿ عنها  اظهر ما بإعرؼ بالدسػؤولية الاجيماعيػة 

 .(45  تعالجها الدسؤولية الدب ية اليعليببإةذ مواجهة الدسؤولية الفردبإة الس
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والذػػبؼ مػػا إ شػػاء  ػػرا النػػوع مػػا الصػػنادبإ   ػػو ضػػماف حصػػوؿ الدتػػرور علػػى اليعػػوبإا وتوزبإػػع الد،ػػاطر 
النااة عا الآلات ذات الر اء الا  ناع  على ايع ا اراد الدسؤولين عا ا اعاؿ الس  ا ت  ا  لذراِ 

 احيياط . الد،اطر  وبإةوف دور ا تةميل  أو 
وعبر ااشارة أ   ذ حالة عبـ وجود تأمين إلزام  يدةا إ شاء  نادبإ  لليعوبإا وتةػوف ملزمػة باليعػوبإا 

وباامةػاف تدوبإلهػا مػا خػلاؿ التػرائ  الػس  .(46 عا ايع أضرار تعنيات الر اء الا  ناع  لصورة  املػة
ة بالدعار ة بالعيمة الدالية الس عنيها تعنيات بإباعها الدسي،بـ أو الدنيج وتةوف إلى حب ما  را الترائ  قليل

ومػػا مػػزايا  ػػراِ الصػػنادبإ  أنهػػا لا تعػػرض المجيمعػػات لػػلآ ر الخ ػػرة ليعنيػػات الػػر اء  (47 الػػر اء الا ػػ ناع 
الا ػػػ ناع    مػػػا أنهػػػا تعفػػػ  الديتػػػرر مػػػا عػػػ ء إثاػػػات التػػػرر للمصػػػوؿ علػػػى اليعػػػوبإا   ػػػرلك تةمػػػ  

 اليلمين ااجااري ضب الطير. 
مػػا الناحيػػة العمليػػة تػػؤدي  ػػرا الصػػنادبإ  إلى تعلػػيا دور الدسػػؤولية الدب يػػة   مػػا أف إدارتهػػا  ػػيمياج  لةػػا

 .(48 إلى طاقة وجهب  اير ليمببإ  لرموعة شائةة ما العواعب الدنظمة لذا
وتػرى الااح ػة أف  ػػرا النػوع مػػا الصػنادبإ  قػػب يحػب مػػا ا يشػار تعنيػػات الػر اء الا ػػ ناع   وذلػك ليممػػ  

عػػ ء اليػػلمين وداػػع الاشػػترا ات وتط يػػة ا ضػػرار لشػػة   امػػ   لػػرا  ػػرى مػػا التػػروري أف بإةػػوف  منيجيػػ 
للبولػػة دور مػػا خػػلاؿ تػػبخلها  تػػاما احييػػاط  إذا عػػاوز اليعػػوبإا العػػبرة الداليػػة لدػػالة  تعنيػػات الػػر اء 

 الا  ناع 
 دفع المسؤولية عن المدعى عليه.  ثنايا 

ذ إطار الدسؤولية الدب ية بإةوف على البائا إثاات الاليػزاـ وبإعػع علػى الدػببإا عػ ء الػي،لا منػ  عػا طربإػ  
 إثاات السا  ا جنبي  العوة العا رة  خ ل الدترور  خ ل الطير( و را ما  نيناول   ما ياتي: 

 إمكانية الإعفاء من المسؤولية المدنية. -أ
ولية ععببإػة ومسػؤولية تعصػيربإة  ااالنسػاة للععػب اهػو شػربإعة الديعاقػببإا و ػو تنعسم الدسؤولية الدب ية إلى مسػؤ 

الدػنظم لةااػػة الحعػوؽ والاليزامػػات لػػين ال ػراين  اػػاارادة لذػػا  ػل ة ذ إضػػااة أي شػػرط ذ الععػب طالدػػا  ػػاف 
 ػػراحة شػػػرط ميفعػػاً مػػع النظػػاـ العػػػاـ والآداب ومػػع العواعػػب العا و يػػة  وبالػػػرغم أف الدشػػرع ا رد  لم بإعػػا  

( مػا العػا وف الدػػب  ا رد   صػت علػػى أ ػ : "وذ  ػػ  358ااعفػاء مػا الدسػػؤولية الععببإػة  إلا أف الدػػادة  
حػػاؿ بإاعػػى الدػػببإا مسػػؤولًا عمػػا يأتيػػ  مػػا غػػيم أو خ ػػل جسػػيم"  يدةػػا أف  سيشػػف إمةا يػػة ااعفػػاء مػػا 

 الدسؤولية الععببإة.
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  لم عيػز  ػػراحة أي اتفػاؽ علػى ااعفػػاء مػا الدسػؤولية عػػا ( مػا العػػا وف الدػب  ا رد270ليػب أف الدػادة  
الفع  التار إذا  اف  العاً على وقوع الترر  إذ  صػت علػى أ ػ : "بإعػع باطػلًا  ػ  شػرط بإعتػ  بااعفػاء 

 .ما الدسؤولية الدترتاة على الفع  التار"
 نفي المسؤولية المدنية.  -ب

 ػػاف الدسػػػؤولية الدب يػػة مػػػا الفعػػػ  التػػار والتػػػرر والعلاقػػػة ا  ػػ  واعػػػاً لليشػػربإع ا رد  أف عػػػ ء إثاػػػات أر 
السااية أو الخ ل الععبي على عات  البائا ذعنى آخر أف إثاات الخ ل الععبي والتػرر بإةفػ  لعيػاـ الرال ػة 
السااية  أما  ف  الرال ة السااية بإعع على الدببإا الري يج  علي  إثاات أف الترر الػري ترتػ  علػى الفعػ  

 .(49 ة طايعية لخ لا الععبيليس  ييج
وعليػػ  يدةػػا للميسػػا  عػػا التػػرر داػػع الدسػػؤولية عنػػ  والناعػػة عػػا ا ػػي،باـ تعنيػػة الػػر اء الا ػػ ناع  مػػا 

  وذ  را السياؽ بإ ار تساؤؿ عا (50 خلاؿ اليمسك لوجود السا  ا جنبي الري جع  الاليزاـ مسيميلاً 
 مفهوـ السا  ا جنبي. 

ا جنػػػبي بالعػػػوة العػػػا رة والحػػػادث الدفػػػاجئ لشػػػرط أف بإةػػػونا خػػػارجيين وغػػػير  حػػػبد الدشػػػرع ا رد  السػػػا 
 .(51 ميوقعين وليس باامةاف تلاايهما

  لةػػا ذ حالػػة اشػػتراؾ خ ػػل الدػػبعى عليػػ  مػػع (52 وقػػب بإةػػوف السػػا  ا جنػػبي لفعػػ  الدتػػرور أو اعػػ  الطػػير
وع علػػػػى أي منهمػػػػا للم الاػػػػة خ ػػػػل الطػػػػير تةػػػػوف مسػػػػؤولييهما ميتػػػػامنة عػػػػاا الديتػػػػرر ويحػػػػ  للأخػػػػير الرجػػػػ

 باليعوبإا. 
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 خاتمة: .5
 اعب الي ور اليةنولوج  الديسارع ذ السنوات الداضية ذ لراؿ تعنية الر اء الا ػ ناع  إلى ظهػور العببإػب 
ما الدشا   العا و ية الناعة عا أخ اء ا ي،باـ  راِ اليعنية الحببإ ػة  وعلػى  ػرا  ػاف مػا التػروري وػ  

 .الدسؤولية الدب ية عا ا ي،بامهاموضوع 
  :وعلي  تو لنا ما خلاؿ الام  إلى العببإب ما النيائج واليو يات الس يدةا إاالذا ذا بإل 

 .أولًا: النيائج
وجػػػود اتفػػػاؽ لػػػين اعهػػػاء العػػػا وف علػػػى أف اليشػػػربإع ا رد  طمةا ػػػ  أف بإط ػػػ  جا ػػػ  مػػػا  ػػػرا  -1

  .الدوضوع
نيػة خا ػة بالػر اء الا ػ ناع  حار ػاً أو تالعػاً يدةػا أف بإسػلؿ عػا ليس باامةاف اعياػار أي تع -2

ا ضػػػرار الناعػػػة عػػػا أخ ائػػػ     ػػػ  لا بإيميػػػع بالش،صػػػية العا و يػػػة الػػػس تسػػػم   ف بإةػػػوف لػػػ  ذمػػػة ماليػػػة 
 .مسيعلة

ة تيميع تعنية الر اء الا  ناع  ومابإة العواعب العامة الواردة ذ قا وف ح  الدؤلف والحعوؽ المجاور  -3
وتعببإلات   لطا النظر عػا طايعػة  ػراِ اليعنيػة  بااضػااة إلى أ ػ  يدةػا الا ػيناد  2993( لسنة 33رقم  

( وذلػػك لاعيمػػادا مفهومػػاً وا ػػعاً للمسػػيهلك 3127( لسػػنة  7إلى قػػا وف ،ابإػػة الدسػػيهلك ا رد  رقػػم  
  .عنهاوباليالي باامةاف اعياار تعنية الر اء الا  ناع   لعة والدزود مسؤولًا 

باامةػػاف تحببإػػب مسػػؤولية الشػػ،ا الدسػػي،بـ لذػػراِ الينعيػػة علػػى أ ػػاس العواعػػب العامػػة الػػواردة ذ  -4
الدسػػؤولية الععببإػػة أو العواعػػب العامػػة عػػا الدسػػؤولية عػػا الفعػػ  التػػار علػػى أ ػػاس اعياػػار  ػػراِ اليعنيػػة مػػا 

  .بامهاا شياء وباليالي باامةاف مساءلة حار ها عا الترر الناتج عا ا ي،
لػػيس باامةػػاف إعفػػاء حػػارس  ػػراِ اليعنيػػة مػػا مسػػؤوليي  اليعصػػيربإة إلا ذ حػػالات لزػػبدة ذوجػػ   -5

  .العا وف منها العوة العا رة أو الحادث الدفاجئ أو حبوث الترر لفع  الدترور أو اع  الطير
    ياً: اليو يات

اليةنولوجيػػا الحببإ ػػة لدوا اػػة الدسػػيجبات ذ  يمػػنى علػػى الدشػػرع ا رد  وضػػع تشػػربإع خػػاص اػػرا  -1
  .لراؿ الر اء الا  ناع  وتنظيم أاعاؿ  راِ اليعنية وما بإترت  عليها ما أضرار

( ما العػا وف الدػب  ا رد  ويػ  تةػوف 392مناشبة الدشرع ا رد  لترورة تعببإ   ا الدادة   -2
 ػة ا شػياء و عػترح الػنا الآتي: " ػ  مػا  ػاف شاملة ذ حةمها تعنية الر اء الا  ناع  إلى جا   حرا
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تحت تصرا  أشياء تي ل  عنابإة خا ة ليلاذ ضرر ا أو آلات ذ يػة أو آلات ميةا يةيػة بإةػوف ضػامناً لدػا 
تساا   ػراِ ا شػياء مػا ضػرر  إلا مػا لا يدةػا اليمػرز منػ   مػع عػبـ ااخػلاؿ ذػا بإػرد ذ ذلػك مػا أحةػاـ 

  ."خا ة
لوضع  صوص خا ة تنظم ا ػي،باـ تعنيػة الػر اء الا ػ ناع  والدسػؤولية النااػة   و   الدشرع ا رد -3

عنهػػا  وعليػػ   عػػترح الػػنا الآتي: "بإعػػع التػػماف علػػى مالػػك أو مػػبرمج الآلات الػػر اء الا ػػ ناع  إلا إذا 
 ."أثات عبـ تعببإ  أو تعصيرا

 اء الا ػ ناع  ليػواير قػػبر  و ػ  الدشػرع ا رد  لفػرض اليػػلمين االزامػ  علػى مسػي،بم  الآلات الػػر -4
 أ بر ما الحمابإة للميترر.
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http://www.tutorialspoint.com/artificial-intelligencetutorial
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  :ملخص
عالم اليوـ يشهد تطورا كبػتَا ييمػا يسػمل كلػ كاص الاعػطواعلا ولرالاتػتح واسػتحواذ االبيػة البشػر عليػت إذ أف 

يسػهل حيػاة الإنسػافح لهػف  ػ ا  لذ ا الأختَ خصائص لشيزة يتمتع بهاح وكلرام لشػا للبػت مػف ريا يػة وتطػور
التطػور قػػد يشػػهل خطػر كبػػتَ علػػل العػالم واحتمػػاؿ يقػػداف السػيطرة عليػػتح ويدهػػف ارتهػاب جػػرائم متووعػػة   
  ا المجاؿ وعلل أععدة لستلفةح وكلتالي توشأ تٔا يسمل كلدسؤولية الجوائيػة عػف جػرائم الػ كاص الاعػطواعلاح 

 .ائم الدستقبل التي تسارعت وتتَتها   الظهور   الفتًة الحاليةو تعتبر جرائم ال كاص الاعطواعلا  لا جر 
 .الدصوع -جرائم -الشخصية القانونية -ال كاص الاعطواعلا -الدسؤولية الجوائية الكلمات المفتاحية: 

Abstract: Today's world is witnessing a great development in 
what is called artificial intelligence and its fields, and the majority of 
people have acquired it, as the latter has distinctive characteristics 
that it enjoys, and despite what it brings in terms of luxury and 
development that facilitates human life, but this development may 
pose a great danger to the world and the possibility of losing 
control over it. Various crimes in this field and at different levels, 
and thus arise in what is called criminal responsibility for crimes of 
artificial intelligence. Artificial intelligence crimes are future crimes 
that have accelerated their emergence in the current period. 
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 مقدمة:
الصواعية الرابعة التي يعتبر ال كاص الاعطواعلا موضوع العصر الحالي بواص علل ما وعل إليت العلم مف الثورة 

نقلت العالم مف عصر الصواعة إلى عصر الدعلومات الحديثح وتعتبر تقوياتت مف أ م ضروريات المجتمعح كما 
 .أنها التهوولوجيا الأكثر تطورا   السوؽ الآف

ية إلا يساور العالم القلق ازاص ال كاص الاعطواعلاح حتى وإف كاف يحمل   طياتت بعض الوعم والثروات التقو 
أنت قد يهوف نقمة وأداة تشهل ضررا وتهديدا علل تٚيع الهائوات الحية علل   ه الحياةح وأكثر ا تهديدا 
علل حياة البشر مف الأشخاص والأيراد والمجتمعات علل ارار الغريزة والفطرة التي أوجد الله وخلق   ا 

 مار ا وبوائها لا إيساد ا و دمها.الانساف لأجلها   أف لعلت خليفة     ه الأرض قائما علل إع
وتعد الثورة الدعلوماتية  لا أداة العولدة للوظاـ ال ي نعيشت   وقتوا الحاليح ويعتبر ال كاص الإعطواعلا أحد 
أ م إختًاعات العصر الحديث   عالم التهوولوجياح تْيث أعبح واقعا لا مفر موت ويتواجد   الهثتَ مف 

 .اؿ كانت حهرا علل ال كاص البشريالمجالاتح وال ي يقوـ بأعم
إف التطور   تقوية ال كاص الاعطواعلا جعلت يحدث قفزات كبتَةح إذ أف   ه التقوية  ديها تطوير شبهات 
عصبية عواعية ت٘اثل   طريقة عملها أسلوب الدماغ البشريح ولصد أف ال كاص الاعطواعلا ظهر نتيجة 

دورا مهما   حياة الفردح إذ تم استخدامت   شتى المجالات المجهود و ذكاص إنساني كبتَح وأعبح يلعب 
و  ا التطور قد يتسبب   ارتهاب ال كاص الاعطواعلا لعدة جرائم متووعة للئنساف لشا يرتب الدسؤولية 
الجوائية علل مرتهبهاح حيث لا وجود للمسؤولية إلا بوجود المجرـ وجريدة تقوـ بيوهما   ه الروابط ويسمل 

الدسؤولية وإسواد اح وترجع أهمية   ا الدوضوع إلى تواولت لأحد أبرز التحديات الدعاعرة التي  ذلك بقياـ
تواجت البشريةح و لا الثورة الرقمية ال كية وارتباطها بإشهاليات قانونية خلفتها الجرائم الدرتهبة كستخداـ 

سبب إساصة استخدامها تقويات ال كاص الاعطواعلا سواص بسبب وجود خطأ أو خلل   تشغيلها أو ب
وتوجيهها لأاراض اتَ مشروعةح ويتم تواوؿ قضية طبيعة العلبقة بتُ تقويات ال كاص الاعطواعلا والإنساف 
ومدى إمهانية إكساب   ه الأنظمة التقوية للشخصية القانونية كعتبار ا أحد لزاور الجريدة الدتقدمة 
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تهوف قادرة علل اتٗاذ قرارات مستقلة عف توجيت وخاعة أنظمة ال كاص الاعطواعلا التي يتم تطوير ا ل
 الدبرمج ثم تٖديد قواعد الدسؤولية عف الجرائم الواتٕة عوها.

وتتمثل مشهلة الدوضوع   توضيح مدى لصاعة القواعد القانونية العامة   مواجهة جرائم تقويات ال كاص 
نونية لتلك التقويات تم مساصلتها الاعطواعلاح لا سيما ييما يتعلق تٔدى إمهانية موح الشخصية القا

 جوائياح وذلك مع توسع استخدامها   شتى لرالات الحياة.
 وارتباطا تٔوضوع الدراسةح يإف بسط   ه الإشهالية يستلزـ طرح بعض التساؤلات الفرعية; 

 ما  لا الدسؤولية الجوائية؟ 
 ما  و أساس الدسؤولية الجوائية؟ 
 ما  و ال كاص الإعطواعلا؟ 
 ائص وأنواع ال كاص الاعطواعلا؟ما  لا خص 
 ل يتحمل كياف ال كاص الاعطواعلا الدسؤولية الجوائية عف أيعالت الضارة؟  
 مف يتحمل الدسؤولية الجوائية عف الأضرار التي يرتهبها ال كاص الاعطواعلا؟ 
 ما مدى إمهانية مساصلة ال كاص الاعطواعلا جوائيا؟ 
 كاص الاعطواعلا؟ما  لا أطراؼ الدسؤولية الجوائية عف جرائم ال  

 :انطلبقا مف الاشهالية الرئيسية والتساؤلات الفرعيةح توعلوا إلى وضع الفرضيات التالية
  تقويات ال كاص الاعطواعلا تعرؼ تزايد ملحوظ   ظل انتشار التهوولوجياح يهلا تقوـ بأدوار

الدوار يقط أـ  الابية   شتى المجالات موها المجاؿ القانونيح ومف  وا نتساصؿ  ل تهتفلا به ه
 تتعدا ا إلى التأثتَ علل   ا المجاؿ وأخص كل كر حقوؽ الانساف الدوظمة قانونا.

  تٔا أف تقويات ال كاص الاعطواعلا تقويات حديثةح يهل يدهف مساصلة ال كاص الاعطواعلا جوائيا
 .  ظل إشهالية موحت الشخصية القانونية مف عدمها

 الدراسة إلى; وتهدؼ
  التعريف كلدسؤولية الجوائية وأساسها القانوني 
 التعريف كل كاص الاعطواعلا وتٖديد خصائصت وأنواعت 
 تٖديد الدسؤولية الجوائية لجرائم ال كاص الاعطواعلا 
 تبياف أطراؼ الدسؤولية الجوائلا لجرائم ال كاص الاعطواعلا 
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 يطرحهاح يإنوا انتهجوا   دراستت مف أجل الإحاطة تٔوضوع البحث والاجابة عف لستلف التساؤلات التي
موهجا لستلطا يوهل مف الدوا ج العلمية التالية; الدوهج الوعفلا والتحليللاح وذلك بتحليل موضوع البحث 
وعولا إلى حل الدشهلة التي يثتَ ا البحثح وسأتبع الدوهج الدقارف متى استدعل الأمر ل لكح مف خلبؿ 

ة لبعض الدوؿ الدتقدمة   المجاؿ التهوولوجلا والعلملا تٔا يواسب عرض بعض الوصوص القانونية والتشريعي
 .لزور البحث وجو ر الدوضوع

( نتطرؽ إلى المبحث الأولوللئجابة عف الإشهالية الدطروحة نتبع الخطة الدقسمة إلى مبحثتُ إثوتُح يفلا )
( يخصصواه للمسؤولية المبحث الثانيالإطار الدفا يملا للمسؤولية الجوائية وال كاص الاعطواعلاح أما )

 الجوائية عف جرائم ال كاص الاعطواعلا
 المبحث الأول: الإطار المفاىيمي للمسؤولية الجنائية والذكاء الاصطناعي

إف أي لرتمع مهما كاف الوظاـ الاجتماعلا السائد ييتح لا شك يفرض علل أعضائت لرموعة مف 
يتٍ أو قانونيح ويوجب علل أيراد   ا المجتمع ضرورة الالتزامات والواجباتح تتبايف بتُ ما  و أخلبقلا أو د

مراعاتها   تصرياتهمح وعدـ خرقها تٖت طائلة تعريضهم لدسؤولية تٖمل الوتائج السلبية التي تتًتب علل 
 .  ا الوهوث والخرؽ

للؤيرادح ولدا كانت الدسؤولية الجوائية أكثر الدسؤوليات الدتعارؼ عليها   الفقت والقانوف عرامة كلوسبة 
كعتبار ا لا تقف عود حد اللوـ والعتاب أو استهداؼ لررد ال مة الدالية للشخص   إطار تعويض مدني 
ح يإف نتائجها تهوف   االب الأحياف وخيمة تواؿ الشخص   حياتت أو  عرؼ لا يهوف مقرونا تّرـ

الوتيجة الدوطقية التي تتًتب علل حريتت أو شريت أو مالتح ولعل مرد ذلك إلى أف الدسؤولية الجوائية تشهل 
الجريدةح إذ ليس بعد ارتهابها مف أهمية لدى المجتمع سوى إسواد التبعة إلى مرتهبها ويرض العقوبة علل مف 
يستحقهاح وب لك تستًد العدالة كرامتها التي انتههت بفعل الجريدةح يتشيع الطمأنيوة ويثبت الاستقرار 

 الاجتماعلا.
ح تأكيد أف الشخص الطبيعلا لم يعد وحده لزلب للوـ الجوائلا   التشريعات الجوائية ولعل مف نايلة القوؿ

الدعاعرةح ذلك أف الشخص الدعووي يسأؿ ك لك مسؤولية جوائية عف الأيعاؿ التي يأتيها لشثلوه القانونيوف 
 .لاعتباريةومف ثم يإنت ك لك لساطب بأحهاـ القانوف الجوائلا ونوا يت وجزاصاتت التي تواسب وضعيتت ا

و لم يعػػد الػػ كاص الاعػػطواعلا لرػػرد خيػػاؿ علمػػلاح وإاػػا أعػػبح واقعػػا ملموسػػا لصػػد تطبيقاتػػت   كايػػة لرػػالات 
الحيػػاة تٔيزاتػػت وعيوبػػتح ونػػتج عػػف اسػػتخداـ تطبيقػػػات الػػ كاص الاعػػطواعلا ارتهػػاب العديػػد مػػف الجػػرائم الػػػتي 
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ع إلى بيػاف الإطػار الدفػا يملا مػف خػلبؿ تلحق أضرار كلإنساف لب أخ  ا بعتُ الاعتبارح ويهدؼ الدوضو 
(ح وأيضػػػػػا تعريػػػػػف الػػػػػ كاص المطلبببببل الأولتعريػػػػف الدسػػػػػؤولية الجوائيػػػػػة وبيػػػػاف مفهومهػػػػػا وأساسػػػػػها القػػػػانوني)

 (. المطلل الثانيوأنواعت ) الاعطواعلا
 المطلل الأول: تعريف المسؤولية الجنائية

القانوف الجوائلا العاـح تْيث لا يدهف تٖليل الظا رة تعتبر الدسؤولية الجوائية مف أ م المحاور الدهونة لدادة 
وتهاد توفرد  حالإجرامية إلا إذا كانت الدسؤولية الجوائية حاضرة   الدشهد الإجراملا أو الواقعة الإجرامية

  ه الدسؤولية بإ تماـ خاص مف لدف الدشرع الجوائلا كعتبار ا نظرية أساسية   الوظاـ الجوائلا وما تٖملت 
بط ومقتضيات خاعة   التفاعل مع لرمل الصور الدرتبطة والمحيطة بظا رة الجريدةح وكلرام مف مف ضوا

    ا الإطارح إلا أف ما يدهف ملبحظتت  1  ه الأهمية البالغة التي تٖضل بها نظرية الدسؤولية الجوائية
ريف ناقص يلم يقم بتحديد ا ح لصد أف الدشرع الدغربي إعتمد علل تع2كستقرائوا لمجموعة القانوف الجوائلا

بدقة حيث اكتفل بتحديد موانعها التي تؤثر ييها عدما ونقصاناح وكلتالي يسح المجاؿ للفقت لهلا يقف 
 .عود   ه الدوانع ورعد معالدها الرئيسية

والدسؤولية بوجت عاـ  لا علبحية الشخص لأف يتحمل تبعية سلوكت وكلتالي يهلا عفة أو حالة   
كلما وقع موت ما يقتضلا الدساصلةح لتحمل الجزاص الجوائلا الواشئ عما ارتهبت مف خرؽ   الشخص تلبزمت

 3.ساير ضد القانوفح ومف  وا يدهف القوؿ إف الدسؤولية الجوائية  لا تهليف وجزاص   آف واحد
 الفقرة الأولى: مفهوم المسؤولية الجنائية

الرئيسية لشخصية الجاني ومعها الظروؼ والأحواؿ  لا يدهف يهم الدسؤولية الجوائية إلا كستحضار العواعر
التي ارتهبت ييها الجريدةح ولا ن ؿ   ذلك علل أف   ه العواعر تستفرد بها الدسؤولية الجوائية لوحد ا 
دوف اتَ ا مف الأركافح ولا سيما أف الوص القانوني لا يدهف استحضاره كركف   الجريدة ما داـ أنت كاف 

ريدةح لأف لفظ الركف القانوني لا يوسجم والحالة التي تظهر بها الجريدة علل مستوى الواقعح سببا   إظهار الج
 .يما داـ أف الوص القانوني موجود يلب لضتاج إلى البحث عف ركف قانوني يخص الوص الجوائلا

ل الخصومات   حقيقة الأمرح تظل الدسؤولية الجوائية مف موقع متميز   الدوظومة الجوائية وبثقل كبتَ عل
الجوائية الدعروضة علل القضاص   شهل دعاوى عموميةح وذلك بوعفها عملب قانونيا وقضائيا كمتياز   
الآف نفستح يالعمل القانوني وبواص علل ما توص عليت قواعد القانوف الجوائلا   إطار الوصوص الجوائيةح 

ها الدشرع الجوائلا   المجموعة الجوائية دوف تتفاعل   ه الدسؤولية مع كل الجرائم الدرتهبة التي نص علي
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إستثواصح أما العمل القضائلا ييمهف القوؿ إف أوؿ إجراص تقوـ بت السلطة القضائية عودما توظر   الخصومة 
الجوائيةح يهلا تشرع مباشرة ومو  الو لة الأولى   البحث عف العواعر المحددة للشق الدتعلق كلدسؤولية 

لصد أنفسوا ملزمتُ     ه الحالة   الجمع بتُ العمل القانوني والعمل القضائلا لوضع الجوائيةح ومف  وا 
تعريف شامل لذ ه الدسؤولية الجوائية   اياب التعريف التشريعلاح وعليتح يدهف القوؿ إف الدسؤولية الجوائية 

الجريدةح وموضوع   ا الإلتزاـ   جو ر ا ما  لا إلا التزاـ بتحمل الآثار القانونية الدتًتبة علل تواير أركاف 
 و يرض عقوبة أو تدبتَ إحتًازيح حددهما الدشرع   حالة قياـ مسؤولية أي شخص بواص علل شروط 
معيوة لزددة حصرا تٔوجب الوص الجوائلاح و  ا يعتٍ أف الدسؤولية ليست ركف مف أركاف الجريدة ولا تدخل 

لبعدي الدتًتب عف تٖقيق كل العواعر الدتطلبة   ارتهاب   تهويوها القانونيح وإاا  لا الأثر القبللا وا
الجريدةح حيث تؤدي الدسؤولية الجوائية ويق   ا الدعتٌ الدتعلق كلتسلسل الزمتٍ الدرتبط ببداية الشروع   

ود توفي  الفعل الإجراملا )  إطار المحاولة( أو تٖقيق الوتيجة الإجرامية )  إطار الجرائم التامة(ح لا سيما ع
ثبوت ركتٍ الجريدة الدرتهبة )الركف الدادي والركف الدعووي(ح إلى نتيجة حتمية مفاد ا خضوع الجاني 
واستحقاقت للجزاص ال ي يقرره القانوف الجوائلا   أحد يصولت تٔوجب حهم أو قرار قضائلا عادر عف 

 5؟4وحةح أـ جوائيةالمحهمة الزجرية الدختصة تبعا لدرجة الجريدة الدرتهبة;  ل  لا لسالفةح أـ ج
 الفقرة الثانية: أساس المسؤولية الجنائية

إف الأساس ال ي تبتٌ عليت يهرة الدسؤولية الجوائية يوصرؼ أولا إلى وجود يعل ضار وشخص متهم أي 
ح وكلتالي كلما تٖقق   ا الشرط يستلزـ توقيع الجزاص   حق الفاعل بواص علل  وجود حقيقلا للجريدة والمجرـ

مف ضرر ضد مصلحة خاعة أو عامة يحميها القانوف الجوائلاح وعودما تتقرر مسؤولية الفاعل ما أحدثت 
عف الجريدة التي ارتهبهاح يمعتٌ ذلك أف الدسؤولية الجوائية     ه الحالة استودت بلب شك أو ريب إلى 

صوص عليها   أساس قانوني خاص   شهل نص قانوني جوائلاح يبرر مشروعية الجزاص الدقرر للعقوبة الدو
جريدة ما تبعا لدرجة   ه الدسؤولية مف خلبؿ أوعايها التي تلحق بها مف ظروؼ تٗفيف أو تشديد أو 

 6اجتماعهما معا   آف واحد   إطار ما يسمل الأع ار القانونية والظروؼ القضائية.
ولقد اختلف الفقت   تٖديد أساس الدسؤولية الجوائية حسب الددارس العقابية الدتبعةح التي اختلفت   
رؤيتها للؤسس التي تبتٌ عليها الدسؤولية الجوائية تبعا للبقتواع السائد داخل كل مدرسة علل حدةح وقد  

وع الدسؤوؿ الجوائية الدقررة   كانت مدرسة الفقت الإسلبملا سباقة   وضع الأسس العلمية الدتيوة لدوض
حق الأشخاص الدرتهبتُ لأيعاؿ إجرامية مهما اختلفت درجاتها )لسالفاتح جوحح جوايات(ح بل كاف لذا 
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السبق أيضا   تٖليل ظا رة الدسؤولية الجوائية وارتباطها تٔفهوـ الشخصيةح إذ يقوؿ البارئ عز وجل   
عدؽ الله العظيمح ويقوؿ  7حا ولا تزر وازرة وزر أخرى""ولا تكسل كل نفس إلا عليهموزؿ تٖهيمت; 

عدؽ الله العظيمح و و نفس الدبدأ ال ي تبواه الدشرع  8ح" كل نفس بما كسبت رىينة "سبحانت وتعالى; 
"كل شخص سليم العقل قادر علل : مف المجموعة الجوائية الدغربية عودما نص أف 243الدغربي   الفصل 

الجرائم التي يرتهبهاح الجوايات أو الجوح التي يهوف مشاركا   ارتهابهاح  :شخصيا عفالتمييز يهوف مسؤولا 
لزاولات الجواياتح لزاولات بعض الجوح ضمف الشروط الدقررة   القانوف للعقاب عليهاح ولا يستثتٌ مف 

 9  ا الدبدأ إلا الحالات التي يوص ييها القانوف عراحة علل خلبؼ ذلك.
 فهوم الذكاء الإصطناعيالمطلل الثاني: م

يشتَ مصطلح ال كاص الإعطواعلا إلى أي ذكاص شبيت كلإنساف الطبيعلا كالروبوتح أو أي جهاز أخر 
يحاكلا قدرات العقل البشري ييستطيع مثلب يهم اللغة والاستجابة لذاح والتعرؼ علل الأشياص ومعالجة 

 .البيانات والقدرة علل التعامل مع الدشهلبت وحلها
أف ما نتحدث عوت الآف مف تطور م  ل     ا المجاؿح كاف يوما ما لررد خياؿ علملا والآف ولا شك 

أعبح جزصا مف حياتوا اليومية بفضل الإتاحة الدفاجئة لهميات كبتَة مف البيانات وما يقابلها مف تطوير 
سرع وأكثر دقة وإتاحة علل نطاؽ واسع لأنظمة الحاسب التي يدهوها معالجة تٚيع تلك البيانات بشهل أ

 .لشا يستطيع الإنساف الطبيعلا
ومع التطور الذائل   عواعة ال كاص الإعطواعلا ال ي وعل إلى الحد ال ي تعددت معت أنواع   ه 
التقوياتح وأعبحوا   الدستقبل القريب علل أعتاب شخص جديد قادر علل مشاركة البشر   أداص كاية 

تمدا علل أ م ما يتميز بت مف قدرة علل إستيعاب البيانات الضخمة الدهاـ الدطلوبة موت بدقة متوا يةح مع
 10.ومعالجتها والقدرة علل تطوير ذاتت

الفقرة وسوعرض مف خلبؿ   ا الدطلب لدفهوـ ال كاص الإعطواعلا مف خلبؿ تعريف ال كاص الإعطواعلاح )
 (.الفقرة الثانية( ثم تواوؿ أنواعت )الأولى

 الإصطناعيالفقرة الأولى: تعريف الذكاء 
  لايلزـ کلا نقف علل تعريف ملبئم لل كاص الإعطواعلا أف نتعرض كلبياف لتعريف ال كاص وك ا الإعطواع

ييعرؼ ال كاص الإنساني  "الذكاء الإصطناعي"كلب علل حدة كمفرديف مستقلتُ قبل التعرض لدصطلح 
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ويطوتة أو  و حاعل نسبة  علل أنت قدرة الإنساف علل الفهم واستوتاج والتحليل والتمييز بقوة يطرتة
 إختبار العمر العقللا إلى العمر الفعللا.

إف ال كاص الإنساني عبارة عف ملهة عقلية يتمتع بها الإنسافح وتٗتلف مف شخص إلى آخر تْسب قدرتت 
علل الفهم والإستيعاب والإستوتاج والتحليل والتصرؼح وتتمتع   ه الدلهة كلقدرة علل التواملا والتطور 

الإكتساب والتدريبح أما مصطلح اعطواعلا أي مقلدح وما كاف مصووعا أي اتَ طبيعلا أي  مف خلبؿ
 11 و ليس لسلوقا كالأشياص الطبيعية وإاا  و موتوج جديد تدخلت ييت يد الإنساف.

وقد تعددت التعريفات التي وضعها العلماص لل كاص الإعطواعلا يقد عريت جوف مهارثلا و و الأب الروحلا 
طواعلا ويرجع لت الفضل   إختيار لفظ "ال كاص الاعطواعلا" وإطلبقت علل   ا العلم علل لل كاص الاع

أنت; وسيلة لصوع جهاز كمبيوتر أو روبوت يتم التحهم ييت عف طريق الهمبيوترح أو برنامج يفهر ب كاص 
اسة كيف يفهر كلطريقة نفسها التي يفهر بها البشر الأذكياصح ويتم تٖقيق ال كاص الإعطواعل مف خلبؿ در 

الدماغ البشريح وكيف يتعلم البشر ويقرروف ويعملوف أثواص لزاولة حل مشهلة ما ح ثم إستخداـ نتائج   ه 
 الدراسة كأساس لتطوير برنامج أو أنظمة ذكية.

وعريت اتٕاه أخر علل أنت; عملية لزاكاة ال كاص البشرى عبر أنظمة الهمبيوتر يهلا لزاولة لتقليد سلوؾ 
خلبؿ إجراص تٕارب علل تصرياتهم ووضعهم   مواقف معيوة ومراقبة ردود أيعالذم واط تفهتَ م البشر مف 

 12وتعاملهم مع   ا الدوقف ومف ثم لزاولة لزاكاة طريقة التفهتَ البشرية عبر أنظمة كمبيوتر معقدة.
عف أساليب ويرى اتٕاه آخر أف ال كاص الاعطواعلا  و أحد علوـ الحاسب الألي الحديثة التي تبحث 

متطورة للقياـ بأعماؿ واستوتاجات تشابت ولو   حدود ضيقة تلك الأسباب التي توسب ل كاص 
 13الإنساف.

ويعرؼ علل أنت يرع علوـ الحاسب الآلي ال ي يهدؼ لزاكاة قدرة معريية وإدراكية لإستبداؿ الإنساف   
 و ذلك العلم ال ي يهتم بصوع  أداص وظائف مواسبة   سياؽ معتُ تتطلب ذكاص يال كاص الإعطواعلا

 14آلات ذكية تتصرؼ كما  و متوقع مف الإنساف أف يتصرؼ.
وقد عرؼ البعض ال كاص الاعطواعلا أنت; أنظمة تستخدـ تقويات قادرة علل تٚع البيانات واستخدامها 

جراص لتحقيق واختيار أيضل إ -تٔستويات متفاوتة مف التحهم ال اتي  -للتوبؤ أو التوعية أو اتٗاذ القرار 
 أ داؼ لزددة.
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وموهم مف عريت أنت; جزص مف علوـ الحاسب الآلي ال ي يهدؼ إلى لزاكاة قدرة معريية لاستبداؿ الإنساف 
 .  أداص وظائف مواسبة   سياؽ معتُ تتطلب ال كاص

ويعرؼ ال كاص الاعطواعلا أنت; دراسة وتصميم أنظمة ذكية تستوعب بيئتهاح وتتخ  إجراصات تزيد مف 
 15يرص لصاحهاح   حتُ يعريت جوف مهارثلا أنت علم و ودسة عوع الآلات ال كية.

ويعرؼ أنت; لرموعة مف السلوكيات التي تتسم بها البرامج الحاسوبيةح ويهوف الذدؼ موها تقوية القدرة 
 16الإنتاجية مف جهة العمل علل لزاكاة القدرات ال  وية البشرية مف جهة أخرى.

ع مف علوـ الحاسوب ال ي يدهف بواسطتت خلق وتصميم برامج الحاسبات التي ويعرؼ أنت; ذلك الفر 
تٖاكلا أسلوب ال كاص الإنسانيح لهلا يتمهف الحاسب مف أداص بعض الدهاـ بدلا عف الإنسافح والتي 

 17تتطلب قياـ الحاسب الآلي كلتفهتَ والتفهم والسمع والتهلم والحركة بأسلوب موطقلا وموظم.
ماص لتعريف ال كاص الإعطواعلا   ضوص الدستحدث والدستجد مف التطور العلملا   وحديثا تعرض العل

لراؿ ال كاص الإعطواعلا يقد اعتبره البعض أحد يروع الحاسوب وإحدى ركائز التهوولوجيا   العصر 
اـ الحاليح للقياـ تٔهاـ معيوة تٖاكلا وتشابت بت تلك التي تقوـ بها الهائوات ال كيةح كالقدرة علل القي

كلعمليات التي تتطلب عمليات ذ ويةح كما يهدؼ ال كاص الإعطواعلا إلى لزاكاة البشر والتصرؼ علل 
الوحو ال ي يتصرؼ بت البشر مف حيث التعلم والفهمح تْيث تقدـ تلك الأنظمة لدستخدميها الإرشاد 

 18والتفاعل وما إلى ذلك.
 الفقرة الثانية: أنواع الذكاء الاصطناعي 

مف خلبؿ الفقرة السابق للتعريفات الدختلفة التي عتٌ بوضعها العلماص للوقوؼ علل طبيعة ال كاص  إستعرضوا
اللبزـ لتحقيق ريا ية أكبر للبشر يليس  والتطورالإعطواعلا بوعفت ثورة   التقدـ العلملا والتهوولوجلا 

أحياناح ويدهف تقسيم أدؿ مف لزاولة الإنساف عوع آلة تٖاكلا قدرات البشر ال  وية بل تتفوؽ عليها 
ال كاص الإعطواعلا ويقا لدا يتمتع بت مف قدرات إلى ثلبثة أنواع رئيسية تتًاوح مف رد الفعل البسيط علل 

 19:الإدراؾ والتفاعل ال اتي وذلك علل الوحو التالي
o الذكاء الإصطناعي الضيق أو المحدود 

علا للقياـ تٔهاـ معيوة داخل بيئة معيوةح  و أبسط أشهاؿ ال كاص الإعطواعلاح وتتم برلرة ال كاص الإعطوا
ويعتبر تصريت لررد رد يعل علل موقف معتُح ولا يدهف لت العمل إلا   البيئة الدهيئة والدخصصة لتح مثاؿ 

جاری  وال ي  زـ بطل الشطرنج العالدلا ) IBM وال ي عوعتت شركة "ديل بلو"ذلك الروبوت 
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الإعطواعلا  و الأكثر شيوعا كما  و الحاؿ   السيارات ذاتية (ح و  ا الووع مف ال كاص کاسباروف
 القيادةح وبرامج التعرؼ علل الصور والهلبـ.

o الذكاء الإصطناعي القوي أو العام 

ويتسم   ا الووع كلقدرة علل تٚع الدعلومات ثم تٖليلها وخلق تراكم للخبرات مف خلبؿ تهرار الدواقف 
اذ قرارات مستقلة أو ذاتيةح ويتشابت إلى حد كبتَ مع الإنساف   القدرة التي يهتسبها يتؤ لت للقياـ كتٗ

علل التفهتَ والتخطيط تعد الشبهة العقبية الإعطواعية مف طرؽ ال كاص والتصرؼ الإعطواعلا العاـ إذ 
 20تعتٌ بإنتاج نظاـ شبهات عصيبة للآلة مشابهة لدا  لا موجودة كلجسم البشرى.

o  أو الفائقالذكاء الإصطناعي الخارق 

يعتبر   ا الووع مف ال كاص الإعطواعلا  و الووع ال ي يفوؽ مستوى ذكاص الإنسافح ويقوـ تٔهاـ لا 
يستطيع الإنساف إت٘امها حتى الشخص الدتخصص مف ذوي الخبرةح ويلزـ لهلا يتحقق   ا الووع مف 

 ر القرارات.ال كاص أف تهوف لدية القدرة علل التعلم والتخطيط والتواعل التلقائلاح وإعدا
و  ا الوموذج مف ال كاص الإعطواعلا لا يزاؿ تٖت التجربة أي إيتًاضياح كونت يسعل لمحاكاة الإنساف 
ولزاولة يهم الأيهار البشرية والإنفعالات والقدرة علل التعبتَ عف حالتها الداخليةح والتوبؤ تٔشاعر الآخريف 

 21لات خارقة ال كاص.ومواقفهمح إذ يعتبر ا البعض  لا الجيل القادـ مف الآ
 المسؤولية الجنائية عن جرائم الذكاء الاصطناعي :المبحث الثاني

لقد أدى ظهور تقويات ال كاص الاعطواعلا خلبؿ السووات الأختَةح إلى دخوؿ الروبوت ال كلا   
استخدامات عديدة مهوتت بأف يحل لزل الإنساف للقياـ تٔجموعة مف الوظائفح وقد تفوؽ علل البشر   

لقياـ بها نظرا للقدرات الذائلة التي يتمتع بهاح واستخداـ تقويات ال كاص الاعطواعلا وانتشار ا به ا الشهل ا
 .أدى إلى تسببت   ارتهاب لرموعة مف الجرائم التي ألحقت ضررا كلإنساف ومصالحت

اح مف أف البشرية الأمر ال ي شهل قلقا كبتَا عود الباحثتُ   لراؿ ال كاص الاعطواعلا وعود الواس تٚيع
لف تهوف قادرة علل التحهم   ال كاص الاعطواعلاح ولف تهوف قادرة علل التوبؤ بسلوؾ الروبوتات ال كيةح 
حيث ح ر العلماص والدبرلرتُ مف الخطر القادـ مف ال كاص الاعطواعلاح الأمر ال ي أدى إلى نقاش واسع 

( وأطراؼ الدسؤولة المطلل الأولل كاص الاعطواعلا )بتُ يقهاص القانوف الجوائلا حوؿ الدسؤولية الجوائية ل
 .( لأف الدسؤولية الجوائية يه ا المجاؿ تتسم كلتعقيدالمطلل الثانيجوائيا عف جرائم ال كاص الاعطواعلا )
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 المطلل الأول: إمكانية مساءلة الذكاء الاصطناعي جنائيا
القانوني الدتًتب عف الجريدة كواقعة قانونيةح وتقوـ تعتبر الدسؤولية الجوائية عود جانب مف الفقتح ذلك الأثر 

علل أساس تٖمل الفاعل للجزاص ال ي تفرضت القواعد القانونية الجوائية بسبب خرقت للؤحهاـ التي تقرر ا 
  ه القواعدح و    ا الصدد يرى جانب مف الفقت أف الدسؤولية بصفة عامة تعتٍ تٖمل نتائج أيعالواح 

ح وتتحدد   ه الدسؤو  لية بوضوح ودقة   القواعد الجوائية   الالتزاـ بتحمل ما يتًتب عف الوشاط المجرـ
 22.وعود توفي  الحهم كلإدانة   واجب الالتزاـ بتوفي  العقوبة

وتقوـ الدسؤولية الجوائية علل تٖمل الشخص ما يتًتب عف أيعالت التي تعد جرائمح و  ه الدسؤولية لا تطاؿ  
" مبدأ شخصية ساف الدرتهب للفعل الجرملا تهريسا لأحد الدبادئ الجوائية الدعروؼ كمبدأ عاـ إلا الإن

ال ي يعتٍ أف العقوبة لا يدهف توقيعها إلا علل شخص الجاني مرتهب الجريدة وحده  العقوبة الجنائية"
وليس علل شخص أخرح اتَ أف مع التطورات التي عريتها المجتمعاتح واستيعابها لأنشطة عواعية 

ظهرت تقويات ال كاص الاعطواعلا التي زادت مف الخطر ال ي يهدد الأيراد والمجتمعح بسبب  23دةحجدي
ارتهابها لمجموعة مف الجرائم التي تستوجب الدساصلةح وموت يإف الدسؤولية الجوائية عف جرائم ال كاص 

 .(الفقرة الثانية( ومعارض )الفقرة الأولىالاعطواعلا اختلف حولذا الفقت بتُ مؤيد )
 الفقرة الأولى: الاتجاه المؤيد لإقرار المسؤولية الجنائية عن أعمال الذكاء الاصطناعي

إف التطور السريع والدتلبحق للؤنظمة ال كاص الاعطواعلاح كاف السبب اتٕاه التشريعات الدعاعرة إلى 
ت الصادر سوة التفهتَ   سف قوانتُ توظم أعمالذاح وموها القانوف الأوروبي الددني الخاص كلروبوتا

ح إلى تبتٍ موح كيانات ال كاص الاعطواعلا شخصية قانونيةح وذلك بسبب قدراتها علل التعلم 3128
ال اتي واتٗاذ القرار الدواسب بعد معالجتها كما  ائلب مف البيانات الدتويرة لديها وبشهل مستقل عف إرادة 

أنت كلا نسائل كياف ال كاص الاعطواعلا  مالهها أو مصوعها أو مستخدمهاح وذ ب أنصار   ا الاتٕاه إلى
 24جوائيا يوبغلا أف نعتًؼ لت كلشخصية القانونيةح وستودوا   ذلك علل لرموعة مف الحجج;

 أولا: إن الاعتراف بالشخصية القانونية أساسو مبدأ الضرورة القانونية
اؼ لذ ه الشخصية   كلعودة إلى التطور التاريخلا لدوح الشخصية القانونية للؤشخاصح يقد تم الاعتً 

البداية للئنسافح ثم جاصت بعده مرحلة أخرى جديدةح التي جاصت نتيجة تطور المجتمعات والأنظمة 
الاقتصاديةح التي أدت إلى ظهور أشخاص معووية كالشركات الاقتصاديةح التي أعبحت تستوجب 

والاجتماعية والسياسية تم  الاعتًاؼ لذا كلشخصية القانونيةح وبسبب لرموعة مف الظروؼ الاقتصادية
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الاعتًاؼ للؤشخاص الدعووية كلشخصية القانونيةح وكلتالي يإف الحاجة القانونية والواقعية  لا التي تفرض 
 25.ضرورة الاعتًاؼ كلشخصية القانونية

ها و    ا الإطار يإف التطور الدتلبحق لأنظمة ال كاص الاعطواعلا ودخولذا   عدة لرالات وإمهانية ت٘تيع
مستقبلب بدرجة مف الإدراؾ والتصرؼ كستقلبؿ سيزيد مف إمهانية ارتهابها لرموعة مف الجرائم التي تلحق 
ضررا كلغتَح الأمر ال ي يستوجب الدساصلة الجوائية و  ه الأختَ لا تقوـ إلا كلاعتًاؼ لل كاص الاعطواعلا 

نونية للشخص الدعوويح مع العلم أف   ه كلشخصية القانونيةح وذلك قياسا علل الاعتًاؼ كلشخصية القا
 26الأختَة التي أعبحت اليوـ واقع قانونيح كانت   الداضلا لزل اختلبؼ.

 ثانيا: عدم وجود تلازم بين الشخصية القانونية والإنسان
الشخصية القانونية  لا علبحية لاكتساب الحقوؽ وتٖمل الالتزاماتح و  ه الشخصية لا تثبت إلا 

ص الطبيعلاح ومع ذلك يقد موحت   ه الشخصية لمجموعة مف الأشخاص والأمواؿ للئنسافح أي شخ
و و ما يطلق عليها الأشخاص الاعتبارية أو الدعوويةح كالشركات والجمعيات والدؤسساتح حيث قدر 
الدشرع القيمة الاجتماعية والاقتصاديةح والأهمية الهبتَة لذ ه التجمعاتح لشا اقتضل الاعتًاؼ لذا 

 27.ة القانونيةح أي موحها علبحية اكتساب الحقوؽ وتٖمل الالتزاماتكلشخصي
واستوادا ل لك ويق   ا الرأيح يدهف موح كيانات ال كاص الاعطواعلا الشخصية القانونية علل اعتبار أف 
  ه الشخصية اتَ متلبزمة مع الصفة الأدمية تْيث لا تقتصر علل الإدراؾ ولا علل الصفة الإنسانية وإاا 

 ت٘تد لتشمل القيمة الاجتماعية.
 ثالثا: إن أساس المسؤولية الجنائية لديهم ىي الخطورة الإجرامية لا الخطأ

ذ ب أنصار   ا الاتٕاه إلى إنهار دور الإرادة   ارتهاب الجريدةح واعتبروا أف الإنساف لربر   أيعالت اتَ 
يرتهب الجريدة لستاراح وكلتالي يإنت لا يسأؿ بواص علل لستارح وأنهروا مبدأ حرية الاختيارح يالمجرـ لديهم لا 

خطئتح وإاا بواص علل الدسؤولية الاجتماعيةح يالجاني بفعلت كشف عف الخطورة الإجرامية لديتح وويقا لرأي 
أنصار   ا الاتٕاه إذا ترتب علل عمل مف أعماؿ كياف ال كاص الاعطواعلا جريدةح ييتم عقابت بواص علل 

 28.لاجتماعيةح لأف مواط الدسؤولية عود م قائم علل الخطورة الإجرامية بغض الوظر عف الخطأالدسؤولية ا
 الفقرة الثانية: الاتجاه المعارض لإقرار المسؤولية الجنائية للذكاء الاصطناعي

 يرى أنصار   ا الاتٕاه أف الدسؤولية الجوائية لا يدهف أف تثبت إلا للئنساف الطبيعلاح ولا يدهف اسواد ا
 29ل كاص الاعطواعلاح ويستود   ذلك علل لرموعة مف الحجج;
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 أولا: استحالة إسناد المسؤولية الجنائية للذكاء الاصطناعي بسبل طبيعتو
إف تٖديد أساس الدسؤولية الجوائية حسب أنصار الددرسة التقليدية تقوـ علل الدسؤولية الأخلبقية القائمة 

رية الاختيار لدى الفاعل انتفت الدسؤوليةح وإذا نقصت حرية علل مبدأ حرية الاختيارح يإذا انتفت ح
الاختيار وجب تٗفيض الدسؤولية انسجاما مع الإرادة الواقصةح والدراد تْرية الاختيار حسب   ا الاتٕاه 
القدرة علل التمييز بتُ البواعث وتوجيت الإرادة لاختيار أحد اح يلهلا تقوـ الدسؤولية الجوائية علل الفاعل 

تواير رابطة الوفسية بتُ الواقعة ومرتهب الجريدة تصلح لتواير عواعر الخطأ الجوائلا و  ه الرابطة لا  لب
 .يدهف أف تصور ا إلا للشخص الطبيعلا

يحسب أنصار   ا الاتٕاه يستحيل نسب السلوؾ الإجراملا لل كاص الاعطواعلاح ويستودوف   ذلك 
رادة  لا جو ر الركف الدعووي التي لا يدهف أف تهوف إلا علل أف السلوؾ الإجراملا  و سلوؾ إراديح والإ

للئنسافح ولب أف تهوف   ه الإرادة واعية يتواير ييها شرط التمييز وشرط حرية الاختيار يلو سلموا 
جدلا بأف ال كاص الاعطواعلا قد ارتهب جرماح يتَى أعحاب   ا الاتٕاه أف يقده لعوصر الإرادة يوفلا 

 30.يةح ييبقل موقادا إلى التعليمات والأوامر الدبرلرة لتح وكلتالي لا يدلك حرية الاختيارعوت الدسؤولية الجوائ
والجريدة لدى   ا الاتٕاه ليس كيانا ماديا يقط ولهوها كيانا نفسيا ك لكح يحتى تقوـ الدسؤولية الجوائية 

ير رابطة نفسية بيوها تصلح  علل مرتهب الجريدة لا يهفلا أف توسب   ه الواقعة إليت ماديا وإاا يلزـ توا
كأساس للحهم بتواير ذلك العوصر والدتمثل   الخطأ الجوائلاح وجرى الفقت التقليدي علل إطلبؽ تعبتَ 
الركف الدعووي للجريدة للئشارة إلى العواعر اللبزـ تواير ا لربط الواقعة الإجرامية تٔرتهبها نفسياح والإرادة 

 .سؤولية علل مف ارتهبها يعلب يشهل جريدة طالدا كاف موعدـ الإرادةقواـ الركف الدعووي وكلتالي لا م
وحسب   ا الاتٕاه يإف الاتهاـ لا يوجت إلا للشخص الطبيعلا لأنت الوحيد الدؤ ل لتحمل الدسؤولية 

 31.الجوائيةح يأحهاـ القانوف الجوائلا موجهة للشخص الطبيعلا يقط
 أنظمة الذكاء الاصطناعي: عدم قابلية أغلل الجزاءات للتطبيق على ثانيا

ي  ب أنصار الاتٕاه الدعارض لإقرار الدسؤولية الجوائية لل كاص الاعطواعلاح إلى عدـ إمهانية ترتيب 
الدسؤولية الجوائية لهياف ال كاص الاعطواعلا لأف قياـ   ه الدسؤولية يصطدـ بوظاـ العقوبة يجو ر العقوبة 

لجريدة لتحقيق الغرض مف العقوبة و و الردع بشقيتح و  ا  و الإيلبـ أو الألم ال ي يفرض علل مرتهب ا
الإيلبـ أو الألم لا يأتي تٙاره إلا إذا كاف لزلت الإنسافح وعليت لا يدهف تصور توقيع العقوكت الجوائية 
التقليدية كالإعداـ والعقوكت السالبة للحرية كالسجف علل كياف ال كاص الاعطواعلا ال ي إف كاف لديت 
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ح ونفس الأمر يتًتب كلوسبة للعقوكت خلق الله تعالى وحدهنت لا يدتلك الروح التي  لا مف جسد إلا أ
السالبة للحريةح يالغرض مف   ه العقوبة الإيلبـ يلب يدهف القوؿ إف عقوبة الحبس علل ال كاص الاعطواعلا 

يإنها تستلزـ تواير ذمة مالية  تٖقق ارضها بإيلبمتح وك لك الأمر كلوسبة للعقوكت الدالية كالدصادرة والغرامة
 للشخصح و  ا ما لا يتواير   كياف ال كاص الاعطواعلاح وكلتالي لا يدهف تطبيق عليت   ه العقوكت.

يالعقوبة لا بد أف ت٘س الجاني   بدنت أو حريتت أو مالت أو سمعتت واعتبارهح و  ا الغرض والأثر لف يؤتي تٙاره 
وي  ب أنصار   ا الاتٕاه إلى الرد علل مف يقوؿ إف الغرض مف العقوبة  إلا كلوسبة للئنساف الطبيعلاح

أعبح يتمثل   العصر الحديث بإعلبح المحهوـ عليت وإعادة تأ يلت لا تقتصر علل الإيلبـ يقط كلقوؿ إنت 
لو يرضوا أف ارض العقوبة الدعاعر إعلبح الجاني يإف   ه الفلسفة أيضا لا يدهف تطبيقها عودما يهوف 

 32.الجاني  و ال كاص الاعطواعلا
 : تعارض فلسفة الجزاء الجنائي مع تقرير المسؤولية الجنائية للذكاء الاصطناعيثالثا

إف العقوبة ويق   ا الاتٕاه  لا نظاـ اجتماعلا ارضت الزجر والردع العاـ والخاصح وإذا لم يحقق   ا الوظاـ 
أنصار   ا الاتٕاه التساؤؿ يرتبط كلغاية مف ارضت ترتب علل ذلك ضررا كلمجتمع برمتتح و وا يطرح 

 .العقوبة إذا يرضت علل ال كاص الاعطواعلا
حيث ذ ب أنصار   ا الاتٕاه إلى القوؿ بأف أاراض العقوبة تتمثل   تٖقيق الردع العاـ والردع الخاصح 

هوف العقوبة وسيلة تٖوؿ ويقصد كلردع العاـ توجيت إن ار لهاية أيراد المجتمع بسوص عاقبة مرتهبي الجريدة يت
 33.دوف ارتهاب جرائم   الدستقبل مف قبل كقلا أيرد المجتمع اتَ الجاني

أما كلوسبة للردع الخاص للعقوبة ييتمثل ييما تٖدثت العقوبة مف أثر مباشرة علل المحهوـ عليت يالردع الخاص 
ا أو ته يبها كلا لا يعود إلى ارتهاب يعتٍ مواجهة عوامل الجريدة الهاموة   شخص المجرـ ولزاولة استئصالذ

الجريدة مرة أخرىح وللردع الخاص طابع يردي إذ يصيب الشخص بعيوت و و الجاني مرتهب الجريدة ييغتَ مف 
عواعر شخصيتت ويعالج الخطورة الإجرامية الهاموة ييت ليجعلت أكثر انسجاـ مع المجتمعح عف طريق 

 34.ؼ الجريدة لاحقاإعلبحت وعلبجت وإعادة تأ يلت كلا لا يقتً 
وانطلبقا لشا سبق وحسب   ا الاتٕاه يتضح أف   ه الفلسفة   توقيع الجزاص الجوائلا لا يدهف تطبيقها 
علل كيانات ال كاص الاعطواعلاح حيث إف توقيع العقوبة لا يحقق الغرض الدرجو موهاح ويق ما ذ ب إليت 

الإدراؾ أو إرادة قادرة علل يهم ما ية العقاب  أنصار   ا الاتٕاهح يهياف ال كاص الاعطواعلا لا يدتلك
 .وتٖمل ألدتح يهو اتَ قابل للردع يوتفلا معت الغرض مف العقوبة
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 المطلل الثاني: أطراف المسؤولية الجنائية عن جرائم الذكاء الاصطناعي
لجماد حيث  لقد كانت الدسؤولية الجوائية   التشريعات القديدة يتسع نطاقها ليشمل الإنساف والحيواف وا

كانت تعاقب الجماد كلتحطيم والإحراؽ والدصادرةح وتعاقب الحيواف كلإعداـ أو كلتخللاح أي يتم التخللا 
عف الحيواف مسبب الضرر مف طرؼ عاحبتح ومسألة التخللا لم تقتصر علل الحيواف يقط بل كانت تشمل 

أحد أيراد ا ال ي يحتًؼ الإجراـح  حتى الإنسافح حيث كانت الأسرة أو القبيلة أو العشتَة تتخلل علل 
كما أف العقوبة كانت تسري علل الإنساف الحلا والديتح وكانت لا ت٘يز بتُ الصغتَ والهبتَح ولا بتُ 

 35.الددرؾ واتَ الددرؾح ولا تقتصر علل الشخص المجرـ بل تشمل حتى أيراد أسرتت
جة تأثتَ ا تٔظا ر الحداثة اتَ أنت مع ومع تطور المجتمعات البشرية حتى الدسؤولية الجوائية تطورت نتي

السووات الأختَة عريت البشرية لرموعة مف الأنظمة الجديدة التي مف بيوها أنظمة ال كاص الاعطواعلاح التي 
 .أعبحت تقتضلا الدساصلة الجوائية

ترتبط االبا  وتعد الدسؤولية الجوائية كلوسبة لجرائم ال كاص الاعطواعلا ااية   التعقيدح يهواؾ أربعة أطراؼ
الفقرة (ح الدالك أو الدستخدـ )الفقرة الأولىالدصوع ) 36بهم الدسؤولية الجوائية     ا الووع مف الجرائمح

 (.الفقرة الرابعة( ال كاص الاعطواعلا نفست )الفقرة الثالثة( الطرؼ خارجلا )الدختًؽ( )الثانية
 الفقرة الأولى: المسؤولية الجنائية للمبرمج المصنع

مصوع ال كاص الاعطواعلا أوؿ شخص تشار إليت أعابع الاتهاـ عف الجرائم التي يرتهبها ال كاص يعتبر 
الاعطواعلاح وموت تعد الدسؤولية الجوائية لت أ م ما يثار     ه الحالةح وكلتالي كاف البحث عف الدسؤولية 

الدصوع نفست مف خلبؿ بوود الجوائية للمصوع ضرورة لتوضيح مدى دوره   الدسؤولية الجوائيةح يقد يحملا 
ي كر ا   اتفاقية الاستخداـ والتي يوقع عليها الدالكح وتٖمل الدالك وحده الدسؤولية الجوائية عف الجرائم 

 37.الدرتهبة مف خلبؿ   ا الهياف ال ي يعمل كل كاص الاعطواعلا وتوتفلا مسؤولية الدصوع عف   ه الجرائم
لا مف مبرمج برنامج ال كاص الاعطواعلاح يقد يحدث أف يصدر ولهف قد تٖدث الجريدة نتيجة خطأ برلر

الدبرمج تقوية ال كاص الاعطواعلا بأخطاص تتسبب   جرائم جوائيةح الأمر ال ي يرتب مسؤوليتت جوائياح 
ولب التفرقة بتُ تعمد سلوكت   ا أـ لاح حتى يتبتُ معرية وقوع الجريدة عف طريق العمد أـ الخطأ وذلك 

 .بة الدقررة   كل موهمالاختلبؼ العقو 
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يإذا كانت الجريدة الدرتهبة مف طرؼ ال كاص الاعطواعلاح ناتٕة عف خلل   البرلرة يإف الدسؤوؿ جوائيا  و 
الدبرمج ال ي عوعتح يإف كاف الدبرمج قد تعمد وضع برنامج يدهف ال كاص الاعطواعلا مف ارتهاب الجريدةح 

 .الجريدةيإنت يتحمل الدسؤولية الجوائية عف   ه 
ومف أجل ذلك يإنت يتعتُ عود قياـ الدصوع أو الدبرمج بتصويع الآلة الإلهتًونية مراعاة جودة الدوتج ولضماف 
ذلك لب وضع معايتَ تٖملا مف الغش التجاري ال ي قد يرتهبت الدصوع وتضمتُ تٛاية للمستهلك حتى 

مف أ م الوقاط التي لب تقويوها للتأكيد  يحصل علل موتج يتمتع تٔعايتَ كايية مف الجودة والأمافح وأيضا
عليها وإلزاـ الدصوع أو الدبرمج لذا أف يوير معايتَ الأماف والسلبمة كلإضاية إلى توايقها مع قيم وتقاليد 
لرتمعواح الأمر ال ي يفرض وجود ضوابط تٖدد مواعفات وشروط الدوتج ال ي يستخدـ تلك التقويات 

دوف ضوابط يحوؿ التهوولوجيا عموما وال كاص الاعطواعلا خصوعا مف لأف يتح الباب علل مصراعيت ب
 38.نعمة إلى نقمة

وموت يإف أساس مساصلة الدصوع جوائيا يهوف مبتٍ علل الخطأ الوارد أو المحتملح مثلت مثل ال يف يقوموف 
ويقوـ بألعاب بهلوانية وأعحاب السرؾح كأف يضع أحد لاعبي الستَؾ تفاحة يوؽ رأست كهدؼ أو مرملح 

زميلت برملا   ا الذدؼ بسهم أو رعاصح ويحدث أثواص الرشق أف يخطئ الذداؼ أو الراملا الذدؼ ييقتل 
زميلتح يالراملا     ه الحالة كاف يتوقع بدوف شك أنت قد يخطئ الذدؼ ويصيب زميلتح إلا أنت جازؼ 

تقد إز اؽ روح زميلت لدا قاـ كلفعل وخاطر   إتيانت للعبة اعتمادا علل مهارتت والتجربةح وتٔا أنت لو كاف يع
أبداح ول لك يالقصد الجوائلا اتَ متواير لديتح وكلتالي يإنت يسأؿ عف القتل الخطأح ك لك ومثاؿ كلوسبة 

 39.للمبرمج أو الدصوع
 الفقرة الثانية: المسؤولية الجنائية للمالك أو المستخدم

ويستَ تقويات ال كاص الاعطواعلاح ول لك مف يعتبر الدالك أو الدستخدـ  و ذلك الشخص ال ي يتحهم 
المحتمل أف يقوـ بإساصة استخداـ تلك التقويةح الأمر ال ي يؤدي إلى حدوث جريدة جوائية معاقب عليها 

 40  القانوفح و    ه الحالة نهوف أماـ لرموعة مف الاحتمالات و لا علل الشهل التالي;
 دخل عوصر خارجلاح تْيث لولا سلوكت ما حدثت حدوث الجريدة نتيجة سلوؾ الدالك وحده دوف ت

الجريدةح     ه الحالة تقع الدسؤولية الجوائية كاملة عليتح يعلل سبيل الدثاؿ علل ذلك قياـ الدالك 
بتعطيل التحهم الآلي   السيارة ذاتية القيادة والإبقاص علل التوجيهات الصوتية التي تصدر مف برنامج 
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و وحده الدتحهم   السيارةح يإذا عدر لت توبيت مف البرنامج بأمر معتُ ال كاص الاعطواعلاح ويهوف  
 .لتجوب حادثةح ولم يوف    ا الأمرح يتقع الدسؤولية الجوائية عليت وحده

  حدوث الجريدة نتيجة سلوؾ الدالك كلاشتًاؾ مع أحد الأطراؼ الخارجية أخرىح كالدصوع أو تقوية
ح يقد يقوـ الدالك السيارة مزودة بتقوية ال كاص الاعطواعلا ال كاص الاعطواعلا نفسها وطرؼ خارجلا

بتغيتَ أوامر التشغيل الدوجودة   السيارة ذاتية القيادة تٔساعدة متخصص     ا المجاؿح وذلك قصد 
استغلبلذا   ارتهاب جريدة معيوةح ونفلا الدسؤولية عوت وربطها كلسيارة ومصوعهاح يفلا   ه الحالة 

 41الجوائية مشتًكة.تهوف الدسؤولية 

 الفقرة الثالثة: المسؤولية الجنائية للطرف خارجي )المخترق(
تتضح   ه الحالة عودما يختًؽ طرؼ خارجلا نظاـ ال كاص الاعطواعلا بأي طريقة والسيطرة عليت 
واستغلبلت   ارتهاب الجريدةح كما  و الحاؿ كلوسبة للدخوؿ اتَ الدشروع إلى أنظمة الهمبيوتر وزراعة 

 42لفتَوسات أو الاستلبص علل البيانات الدخزنة عليهاح و    ه الحالة  واؾ عورتتُ لتحقق ذلك;ا
  أف يختًؽ الطرؼ الخارجلا نظاـ كياف ال كاص الاعطواعلا مف خلبؿ ثغرة أموية موجودة   الوظاـ

بتُ الطرؼ بسبب إهماؿ الدبرمج أو الدصوع أو حتى الدالكح الأمر ال ي يرتب مسؤولية جوائية مشتًكة 
الخارجلا والطرؼ الدهمل ال ي  و الدصوعح تٔعتٌ أدؽ أف الأوؿ يسأؿ عف جريدة عمدية   حتُ 

 الآخر يسأؿ عف جريدة اتَ عمدية.
  أف يختًؽ الطرؼ الخارجلا نظاـ كياف ال كاص الاعطواعلا بدوف إهماؿ مف الدصوع أو الدالكح يتقع

تًؽ السحابة الإلهتًونية التي يتم تٗزيف وإرساؿ الدسؤولية كاملة علل   ا الطرؼ الدختًؽح كأف يخ
الأوامر مف خلبلذا لتقوية ال كاص الاعطواعلا وقيامت بإعدار أوامر لل كاص الاعطواعلا كرتهاب جريدة 

 .معيوة

 الفقرة الرابعة: المسؤولية الجنائية للذكاء الاصطناعي نفسو
لت إليت تقويات ال كاص الاعطواعلاح إلا أنها لم يدهووا القوؿ إنت   الوقت الحالي ورام التطور ال ي وع

تصل بعد إلى الدرجة التي ت٘هوها مف اتٗاذ القرارح وجعلها الدسؤولة الوحيدة عف الخطأ اتَ العمدي ال ي 
نتج عف أعمالتح أي أف ال كاص الاعطواعلا يرتهب جريدة مف تلقائلا نفست بدوف خطأ برلرلا نتيجة 

ص الاعطواعلا ال ي يعمل بها والقادرة علل التفهتَ وإعدار قراراتح حدوث تطور ذاتي   نظاـ ال كا
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ولهف ذلك قد يحدث   الدستقبل القريب ول لك لب وضع   ه الاحتمالات والتفهتَ بها ووضع حلوؿ 
لذا مف الوقت الحاليح يهواؾ لرموعة مف الفرضيات   حالة ارتهاب ال كاص الاعطواعلا للجريدة بوفست 

 43:التاليو لا علل الشهل 
  مشاركة طرؼ آخر لل كاص الاعطواعلا   ارتهاب الجريدةح وكلتالي يعد شريها   الجريدة مع ال كاص

الاعطواعلاح كاف يقوـ شخص بإلغاص الحدود التي وضعها الدبرمج لل كاص الاعطواعلا لشا لعلت اتَ 
  نظامت ت٘وعت مف ارتهاب متصل كلدصوع ويعطيت الحرية الهاملة   تصرياتت بدوف القيود التي وضعت 

لشا  (Root) 44الجريدةح ومف الأمثلة الحية علل ذلك قياـ مستخدملا الذواتف ال كية بتشغيل برلرية
يفتح لبعض التطبيقات كلتحهم   الذاتف وإعطائت أوامر قد تصل إلى أمر الذاتف بتدمتَ نفست 

 .برلريا
  ف خطأ برلرلا مف الدبرمج أو تدخل طرؼ ارتهاب الجريدة مف قبل ال كاص الاعطواعلا بوفست بدو

خارجلاح وإاا عف طريق تقويات حديثة ت٘هف ال كاص الاعطواعلا مف التفهتَ وإعدار قرارات ذاتية 
يهوف  و وحده الدسؤوؿ عف إعدار اح يفلا   ه الحالة مف الدفتًض أف تهوف الدسؤولية الجوائية واقعة 

 .عف ال كاص الاعطواعلا وحده

ويتضح مف خلبؿ ما سبق أنت إذا ما توايرت لل كاص الاعطواعلا القدرة علل تطوير نفست عف طريق التعلم 
ال اتي والوعوؿ إلى مرحلة الاستقلبؿ   اتٗاذ القرار والتصرؼ كستقلبليةح تٔعتٌ آخر وعولت إلى الإدراؾ 

جديد مسؤوؿ جوائياح يما   الاعطواعلاح و  ا قد يحدث   الدستقبل القريب سوهوف أماـ شخص قانوني
كاف   الداضلا لررد خياؿ عود الباحثتُ   شتى المجالات أعبح الآف واقعا ملموساح خاعة مع وجود 
" بعض تقويات ال كاص الاعطواعلا حاليا تتحلل تّانب مف   ه القدرة كما  و الحاؿ بشأف ربوت 

 45.صوفيا"
 خاتمة:

ياة أنت مهما تطور ال كاص الاعطواعلا وكاية تقوياتت يلف عليوا أف ندرؾ أولا وقبل كل شلاص     ه الح
يستطيع البشر أف يسأؿ أو يضع لذ ه التقويات ملهة العقل البشريح أو أي ذرة مف الدشاعرح أو 
الإنسانيةح أو الأخلبؽح أو الإحساسح أو الروح التي  لا مف أمر الله ومعجزاتت التي تٖدى كاية البشرية أف 

 .ستطيعوا ولف يستطيعوا لأف الهماؿ لله عز وجل والوقص لهاية لسلوقاتتيخلقوا ذكبة ولم ي
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تعتبر ذروة الثروة التهوولوجية ييما قدمت ال كاص الاعطواعلا وخوارزمياتت اليوـ مف تٖديث واستحداث 
شهل جديد مف الخدمات لم تهف موجودة مف قبل و  ه الأمور كلها تشهل وتٔا يوعهس بتحستُ الأداص 

نتاجيةح بتويتَ الوقت والجهد والداؿ  و حقيقة شلاص اتَ مسبوؽ لرتٔا   الوضع الطبيعلا علل بزيادة الا
سبيل الدثاؿ عوع الآلة التي تبحث   قواعد البيانات وتعيد البيانات تٔا  و مقارب لعملية البحث يإف دؿ 

ثلب يإنت يووب عف ذلك عف خلق لزتوى جديد يعودما يهوف   ا الروبوت أو الآلة موجود   اجتماع م
الإنساف و و قادر علل أف يتفاعل مع الدعطيات الدوجودة   لزيطت وأف يستخرج أجوبة ولرتٔا بعض الوتائج 
الغتَ موجودة   قاعدة بياناتت إاا التي قاـ بتحليلها وخلق لزتوى جديد اتَ موجود   قاعدة بياناتت كل 

 .ال كاص الاعطواعلا  ا يعتبر عود الهثتَ أنت ذروة ما توعل إليت 
وأختَاح وليس آخرا نستطيع القوؿ بأف عصر الجغراييا     ا العالم بدأ يتضاصؿ لصالح عصر بلب حدود 
تتلبشل ييت سيادات الدوؿح ويغلب ويسود ييت ال كاص الاعطواعلا واختًاعات الأقمار الصواعيةح والذواتف 

مف أف يصبح ال كاص الاعطواعلا تقوية للدمار والفاكس والحاسب الآليح مع تواعل التخوؼ لدى العالم 
 الشاملح وأف يصبح البشر عبدا لتقويات ال كاص الاعطواعلا وتٖديدا لخدمة الانساف الآلي مستقبلب. 

 وقد خلصنا في نهاية الموضوع للتوصل إلى جملة من النتائج والتوصيات التالية:
 أولا: النتائج

  وبهثرة استخداماتت وتطوراتت القادمة التي تؤدي إلى ال كاص الاعطواعلا أعبح واقعا ملموساح
 .استقلبليتتح سيشهل خطرا كبتَا علل حياة الفرد

 لل كاص الاعطواعلا خصائص لشيزة جداح تٕعلت يقوـ تٔا لا يقوـ بت الإنساف البشري. 
 َالدسؤولية الجوائية مسؤولية شخصية يهوف الإنساف لزلها لا ات. 
 ائية العلم والإرادة )الفعل والوتيجة(.مف أ م شروط الدسؤولية الجو 
 .تتمتع جرائم ال كاص الاعطواعلا بطبيعة قانونية مغايرة ت٘اماً للجرائم التقليدية 
  تتعدد الدسؤولية الجوائية ويقا لظروؼ كل حالةح يقد يتحمل الدصوع والدبرمج الدسؤولية الجوائية   حاؿ

ت مف تصويع وبرلرةح تْيث تهوف تلك الأيعاؿ كاف الفعل ال ي شهل جريدة راجع إلى ما قاموا ب
المجرمة جزصا مف الآلية التي ت٘ت عواعة ال كاص الاعطواعلا وبرلرتت عليهاح كما  و   حاؿ الروبوت 

 .الدقاتل ال ي عوع لوظيفة لزددة و لا القتاؿ
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 يعاؿ ك لك قد يتحمل الدالك أو الدستخدـ لتقويات ال كاص الاعطواعلا الدسؤولية الجوائية عف أ
الروبوت إذا كاف الفعل ال ي شهل جريدة راجعا إلى استخدامتح لا سيما وأف الشركات الدصوعة 
والدبرلرة توبت الدالك والدستخدـ إلى ما قد يتًتب علل استخداـ تقويات ال كاص الاعطواعلا مف 

 .يعاؿ لررمةأخطارح   سبيل ريع الدسؤولية الجوائية عف نفسها عما قد يصدر عف تلك التقويات مف أ
  وقد تهوف الدسؤولية الجوائية مشتًكة بتُ كل مف الدصوع والدبرمج وبتُ الدالك أو الدستخدـح إذا كاف

الفعل ال ي شهل جريدة راجعا إلى أيعالذم الدباشرةح كما لو كاف الفعل بسبب التصويع والبرلرة علل 
مع علمت تٔا سيتًتب عليت مف  لضو معتُ ثم قاـ مالك ال كاص الاعطواعلا أو مستخدمت كستخدامت
 .نتيجة لررمة بسبب يعلتح يتقع الدسؤولية الجوائية مشتًكة بتُ الطريتُ

  كما ويدهف أف تهوف الدسؤولية الجوائية علل كياف ال كاص الاعطواعلا نفستح وذلك   تلك الأنواع
 .مف ال كاص الاعطواعلا التي تعمل كستقلبؿ ذاتيح ولا تٖتاج مستخدما يستَ ا

 ثانيا: التوصيات
  وجوب مواكبة التشريعات للتطورات الحاعلة   لراؿ ال كاص الاعطواعلا وما يدهف أف يوجر عوت كلما

 .زاد تطوره
  وضع قواعد و ضوابط لهلا يلتزـ بها مصوع   ه الهيانات أو مستخدميها وأنت تٔخالفتها كل ما يوتج

 مف   ا الهياف يهو مسؤوؿ عوت.
 ال كاص الاعطواعلا لتتمهف مف توقيع العقوكت عليها سف قوانتُ خاعة لجرائم. 
 .ضرورة توعية الأيراد تٔخاطر إساصة استعماؿ   ه الهيانات كعتبار أف نتائجها اتَ تٛيدة 
  إنشاص جهة رقابية علل تطوير تطبيقات ال كاص الاعطواعلا مف أجل مهايحة الاستغلبؿ السلاص لتلك

 .التطبيقات
 كاص الاعطواعلا   الجامعات(.ضرورة دراسة مادة )علم ال  
 تٗصيص دورات تدريبية لجميع العاملتُ تٔؤسسات الدولة لهيفية التعامل مع   ه التقويات الجديدة. 
  ضرورة وضع تصور قانوني يوظم شخصية ال كاص الاعطواعلا علل ارار الشخصيات الاعتباريةح تْيث

ة القانونية الإلهتًونية التي يتحمل ييها يتمتع ييها أنظمة ال كاص الاعطواعلا والروبوتات كلشخصي
 .كلدسئولية الجوائية
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  أهمية التعاوف الدولي   لراؿ تقويات ال كاص الاعطواعلا وتبادؿ الخبرات الدشتًؾ     ا المجاؿح وأهمية
 .التعاوف الدولي   مهايحة الجرائم الواشئة عوها

 الهوامش 
 

 
 (ح مف لرموعة القانوف الجوائلا.244-243. الباب الثاني   الدسؤولية الجوائية )الفصوؿ 1
( كلدصادقة علل لرموعة 2:73نونبر  37)  2493تٚادى الثانية  39عادر    524.:2.6. ظهتَ شريف رقم 2

 .2364ح ص;2:74يونيو  6مهرر ح بتاريخ  3751القانوف الجوائلاح الجريدة الرسمية عدد 
الدختصر   القانوف الجوائلا القسم العاـح مطبعة الأمويةح الطبعة الثانيةح  ح3134 . لريدي السعدية ح بف عجيبة سعد ح3

 .6:ص; الدغربح الركطح
ة الدرتهبة توتملا إلى عوف الدخالفات أو الجوح يالمحهمة الدختصة   الوظر     ه الأعواؼ  لا المحاكم . إذا كانت الجريد4

الإبتدائيةح أما إذا كانت الجريدة الدرتهبة توتملا إلى عوف الجواياتح ييعهد الاختصاص     ه الحالة إلى لزاكم 
 .الاستئواؼ

 .7:القانوف الجوائلا القسم العاـح مرجع سابقح ص;  . لريدي السعدية ح بف عجيبة سعد ح الدختصر  5
. تواوؿ الدشرع الجوائلا الدغربي الأع ار القانونية والظروؼ القضائية الدخففة والدشددة   الفرع الأوؿ والفرع الثاني والفرع 6

 .273الى  254لفصوؿ مف الثالث مف الباب الثالث مف الجزص الثاني مف الهتاب الثاني مف المجموعة الجوائية الدغربيةح ا
 .275. سورة الأنعاـح الآية; 7
 .49. سورة الددثرح الآية; 8
 مف لرموعة القانوف الجوائلا. 243. الفصل 9

دار الجامعة الجديدة للوشرح الطبعة الأولىح  جرائم ال كاص الاعطواعلاح المجرموف الجددح ح3133 . سويف لزمود محمدح10
 .31ص;  مصرح

ح الطبعة  ح3134 . بوراس ماتح11 ال كاص الاعطواعلاح كيف سيشهل التعلم الآلي للعقد القادـح الدار العربية للعلوـ
 .36ص;  لبوافح الأولىح

ال كاص الاعطواعلا وتٛايتت مف الواحية الددنية والجوائيةح دار الفهر الجامعلاح  ح3132 . لطفلا خالد حسف أتٛد ح12
 .25الإسهودريةح الطبعة الأولىح مصرح ص; 

استخدامات ال كاص الإعطواعلا   الذودسة الههركئيةح دراسة مقارنةح رسالة ماجستتَح ح :311. مازف عبد المجيدح 13
 .29ص; حالداارؾ الأكاديدية العربيةح كلية الإدارة والاقتصادح

تَة   لراؿ الدراجعح ال كاص الاعطواعلا والوظم الخبتَة   الدهتباتح مدخل تٕريبي للوظم الخب ح3111. زيف عبد الذاديح14
 .26ح ص;مصرالدهتبة الأكاديديةح الطبعة الأولىح 
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دور ال كاص الاعطواعلا   تفعيل إجراصات التحقيق الجوائلا   الجرائم الإلهتًونية ح 3131الشاعر سعود عبد القادرح . 
 .22ح ص; ح مصر94ح العدد 24لرلة البحوث القانونية والاقتصاديةح المجلد)دراسة مقارنة(ح 

ح الإطار القانوني والتشريعلا للرقموة وال كاص الاعطواعلا كلدغربح سلسلة موشرات الدركز العلملا 3135. كريم احليحلح16
ح الطبعة الأولىح   .346ح ص;الدغربللؤتْاث والدراسات القانونية والقضائيةح مؤلف تٚاعلاح مهتبة جو رة العلوـ

ية الجوائية الواتٕة عف أخطاص ال كاص الاعطواعلاح المجلة القانونيةح لرلة ح الدسؤول3132. عبد الله أتٛد مطر الفلبسلاح17
 .9ص; مصرح أيارح-مايو 42ح 9ح العدد :متخصصة   الدراسات والبحوث القانونيةح المجلد 

ح مصرآلية عمل العقل عود الإنسافح عصتَ الهتب للوشر والتوزيعح الطبعة الأولىح  ح3129. علبح الفاضللاح18
 .21ص;

 .39لطفلا خالد حسف أتٛد ح ال كاص الاعطواعلا وتٛايتت مف الواحية الددنية والجوائيةح مرجع سابقح ص;  .19
 .349. كريم احليحلح الإطار القانوني والتشريعلا للرقموة وال كاص الاعطواعلا كلدغربح مرجع سابقح ص; 20
 .74سابقح ص;. سويف لزمود محمدح جرائم ال كاص الاعطواعلاح المجرموف الجددح مرجع 21
مطبعة الوجاح الجديدةح الطبعة الخامسةح شرح القانوف الجوائلا الدغربيح القسم العاـح  ح3133 . عبد الواحد العلملاح22

 .434ص; الدغربح 
ح الدسؤولية القانونية لروبوتات ال كاص الاعطواعلاح رسالة لويل شهادة الداستًح جامعة سيدي محمد 3133. البلغيتي أيوبح23

 .73ص;  الدغربح اللهح كلية العلوـ القانونية والاقتصادية والاجتماعيةح بفاسحبف عبد 
ح السياسة الجوائية   مواجهة ال كاص الاعطواعلاح رسالة لويل شهادة الداستً   القانوف الخاصح 3134.  ويدة يوسفح24

ماستً العدالة الجوائية والعلوـ الجوائيةح جامعة سيدي محمد بف عبد الله بفاسح كلية العلوـ القانونية والاقتصادية والاجتماعيةح 
 .52-51ص; الدغربح 

الشخصية القانونية للهائف الجديد " الشخص الايتًاضلا والروبوت"ح موشور تٔجلة الباحث  ح3131يطيمةح . الوساخ25
 .331ص; الدغربحح 12ح العدد 6للدراسات القانونية والسياسيةح المجلد 

ح القانوف   مواجهة ال كاص الاعطواعلا ح دراسة مقارنةح رسالة لويل شهادة الداستً   القانوف 3133. الذداـ عابرح26
الخاصح ماستً الوسائل البديلة لفض الدوازعاتح جامعة سيدي محمد بف عبد الله بفاسح كلية العلوـ القانونية والاقتصادية 

 .241ص;  الدغربحوالاجتماعيةح 
واقع الشخصية القانونية لل كاص الاعطواعلاح موشور تٔجلة روح القانوفح العدد  ح3134ساـ الديف لزمودح. حسف ح27

 .238ص; مصرح ح  213
دراسة مقارنة ح موشور تٔجلة  -ح الدسؤولية الجوائية عف جرائم ال كاص الاعطواعلا :312. الشايعلا عماد الديف تٛادح28

 .:68ص;مصرح ح 14ح العدد 13المجلد  الحقوؽ للبحوث القانونية والاقتصاديةح
 .55-54. يوسف  ويدةح السياسة الجوائية   مواجهة ال كاص الاعطواعلاح مرجع سابقح ص;29
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 .:24. الذداـ عابرح القانوف   مواجهة ال كاص الاعطواعلا ح دراسة مقارنةح مرجع سابقح ص; 30
 .54علاح مرجع سابقح ص;.  ويدة يوسفح السياسة الجوائية   مواجهة ال كاص الاعطوا31
الدسؤولية الجوائية عف أعماؿ ال كاص الاعطواعلا ما بتُ الواقع والدأموؿح دراسة تٖليلية  ح3132. اللمعلا ياسر محمدح32

 .:97ح ص;مصر ح  31استشراييةح مقاؿ موشور تٔجلة البحوث القانونية والاقتصاديةح العدد 
شرح قانوف العقوكت القسم العاـح الوظرية العامة للعقوبة  ح3131ح. أبو الدعاطلا عقر وياص محمد أبو الدعاطلا عقر33

 .25ح ص;مصروالتدبتَ الاحتًازيح دار الوبل للطباعةح الطبعة الأولى ح 
 .57.  ويدة يوسفح السياسة الجوائية   مواجهة ال كاص الاعطواعلاح مرجع سابقح ص;34
دار السلبـ للطباعة والتوزيعح دراسة يقهية قضائيةح  -شرح القانوف الجوائلا العاـ الدغربي  ح3131 . الوردي سعيدح35

 .241ح ص;الركطح الطبعة الأولىح الدغرب 
 .61-:5.  ويدة يوسفح السياسة الجوائية   مواجهة ال كاص الاعطواعلاح مرجع سابقح ص;36
ح الدركز  12عيةح مقاؿ موشور تٔجلة القانوف الددنيح العدد مسؤولية الدوتج عف موتجات الصوا ح3125. العوضلا محمدح37

 .37ح ص;الدغربالدغربي للدراسات والاستشارات القانونية وحل الدوازعاتح 
الدسؤولية عف الجرائم ال كاص الاعطواعلاح مقاؿ موشور تٔجلة الشريعة والقانوفح العدد  ح3131. د شاف يحتِ إبرا يمح38
 .239ح ص;مصرح  93

 .:5ة يوسفح السياسة الجوائية   مواجهة ال كاص الاعطواعلاح مرجع سابقح ص;.  ويد39
 .252. الذداـ عابرح القانوف   مواجهة ال كاص الاعطواعلا ح دراسة مقارنةح مرجع سابقح ص;40
ية الدسؤولية الجوائية عف جرائم ال كاص الاعطواعلاح مقاؿ موشور تٔجلة البحوث القانونح 3132. عميش رحاب عللح 41

 .49ح ص;مصرح  31والاقتصاديةح العدد 
 .25ح ص; مرجع سابق. الذداـ عابرح القانوف   مواجهة ال كاص الاعطواعلاح دراسة مقارنةح 42
 .64-64.  ويدة يوسفح السياسة الجوائية   مواجهة ال كاص الاعطواعلاح مرجع سابقح ص;43
44 .(Root)  المجاؿ لبعض التطبيقات التي تٖتاج إلى علبحية الروت  لا عملية برلرية تتم   نظاـ الأندرويد لفتح

 للوعوؿ إلى ج ر نظاـ الأندرويد الدبتٍ علل نواة ليوهس بشهل أعمق لتستطيع التغيتَ والتعديل.
. روبوت " عوييا " يعتبر أوؿ إنساف آلي وأحد أ م التطبيقات الحديثة     ا الشأف يهو ربوت بشري اجتماعلا مو  45

بتصميمت شركة  انسوف روبتهسح ويختلف   ا الروبوت عف الروبوتات الهلبسيهية يهونها مشبعة  قامت 3127عاـ 
تٓوارزميات ذكية تتعلم مف المجتمع المحيط بهاح ولذا القدرة علل التعبتَ مف خلبؿ الوجت ال اتيح ويدهوها التحاور مع البشر 

 إجاكت موطقية تٖاكلا إجاكت البشر.وتٖليل الوجت البشري ويهم اللغة الطبيعية للئنساف وتركيب 
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  :ملخص
في إطااار الث اا  ساان أناااس يااالوس نااة ا لةيةاانول ة الددل ااة ساان استخاارار الاا  يخة  ااا اناات دام أل يااة      

سةا  اناتثاو وتويالم الد ااطر، ومان الذكاء الاصطناسي ، كان من الضروري ت ع ل مثدأ الح طة الذي يرتكاز 
ثم ابزاذ التدابنً والاحت اطات اللازمة لت ادي ا أو الحد من ا، لذا تعرخنا بنوع من الت ص ل في هاذ  الدراناة 
للأبعاااد الحدي ااة لت ناا   ي ااام الدةاانول ة الددل ااة ساان اسخاارار النااااة ساان أل يااة الااذكاء الاصااطناسي،  تثاااع 

ت ة ةااي لةنصااوص القالول ااة ذات الصااةة ، وتوصااةإ الدرانااة إي أن مثاادأ الح طااة الداان ا الوصاا ي والداان ا ال
يعد خرورة يصوى في لرال الدةنول ة الددل ة ال  لم تعاد يواسادها تةاتوسع معالجاة الد ااطر الدةاتمدة. كياا 

دور الآلاة  أن ي ام الدةنول ة الددل ة سة  أناس الدةنول ة الدوخوس ة في الويإ الحالي هاو أمار حتياي، وتطاور
أدى إي خرورة إسيال هذا النوع من الدةنول ة، وال  لا تت ذ مان الخطا  ركان مان أركاواا، وتكت اي بت قا  

 وإثثات الدتضرر لركني الضرر وسلاية الةثث ة بنٌ ال عل الضار والضرر.
ة الدوخاااوس ة، أل ياااة الاااذكاء الاصاااطناسي، الدةااانول ة الددل اااة، مثااادأ الح طاااة، الدةااانول الكلماااات الدحتا:ياااة: 

 .الضرر
Abstract:  

         In the context of the search for a sound legal basis for civil liability for 

damages caused by the use of artificial intelligence systems, it was necessary to 

activate the precautionary principle, which is based on anticipating and 

anticipating risks, and then taking the necessary measures and precautions to 

avoid or mitigate them. Therefore, in this study, we have addressed in some detail 

the modern dimensions of establishing civil liability for damages resulting from 

artificial intelligence systems, adopting a descriptive and analytical approach to 
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relevant legal texts. The study concluded that the precautionary principle is an 

absolute necessity in the field of civil liability, the rules of which no longer 

accommodate the treatment of emerging risks. Furthermore, establishing civil 

liability based on objective liability is currently inevitable. The development of 

the role of machines has led to the necessity of implementing this type of liability, 

which does not take error as one of its pillars, and is satisfied with the injured 

party verifying and proving the two elements of damage and the causal 

relationship between the harmful act and the damage 

.Keywords: Artificial Intelligence Systems, Civil Liability, Precautionary 

Principle, Strict Liability, Harm. 

  مقدمة: .1
 مةيونا وايعا أصثح وقد الثعض يراود حةا أو الخ ال خروب من خر  الاصطناسي الذكاء يعد لم       
 الإلةان وذكاء الآلة يوة من بذيلم وال  الثشري نةوك براكي ال  الذك ة بوتاتو الر  ظ ور ملم خاصة
 الدةنًة راتوالطائ بشري سنصر وبدون العرب ة والشوارع العالم شوارع في بذول ال  الق ادة ذات ة راتوالة ا
 كالصناسة والمجالات القطاسات ا لم الاصطناسي الذكاء دخل وقد الك نً وغنًها ط ار بدون برة  ال 

 رغا اذ حدين ذو نلاح الاصطناسي والذكاء غنًها و والعدالة والنقل والخدمات والتعة ا والطع والتمارة
 بردي  خلال من وذالك اسخطاء ويوع الدتصور من اله الا وتطور  ديته درجة بةغإ وم يا الد يةزايا الد

 وذالك بها برلرإ ال  الددخلات بقاسدة زامالالت دون ومعةوماتها لث اناتها الاصطناسي الذكاء تقن ات
 الذكاء تقن ات يدرة وسة ه التشغ ل ويإ نةوك ا وتغنً التك ف من بسكن ا خوارزم ات سة   ستيادها

 الدذهل التطور وملم .مبرلر ا الريابة سن بع دا متويلم وغنً مةتقل بشكل راري ابزاذ سة  الاصطناسي
 درانة معه يةتوجع لشا  لغنً، تة   ال  رارالاخ بعض ال  ور في بدء وقد الاصطناسي، الذكاء لتقن ات
 لت مة التعويض سن الدةنولنٌ واسش اص اسخطاء، وبرديد العلايات تةك لكل القالول ة الجوالع وبرديد
 . الاصطناسي الذكاء ت تقن ا انت دام سن تنش  ال  راراسخ
 الآلات تةك رارأخ سن الددل ة الدةنول ة لت ديد كاو ة غنً التقة دية القالول ة القواسد كالإ ولدا      
 و  ا والتونلم التقة دية القالول ة القواسد تك  ف الدةتطاع بقدر يحاول الثعض جعل الذي اسمر الذك ة،
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 حدي ة وأن  جديدة يالول ة يواسد ابتكار الثعض حاول بل الاصطناسي، الذكاء تقن ة ملم تتياش  لكي
 .التقة دية القالول ة القواسد سن ومةتقةة لستة ة تكون يد ال  الاصطناسي الذكاء تقن ات سة  تنطث  لكي

 النااة راراسخ مواج ة سة  التقة دية الددل ة الدةنول ة يواسد ك اءة سدم فيرانة الد أهمية تتي ورو        
 تعويض بدون يترك يد أو كامل، تعويض سة  الدضرور حصول دون برول وال  الاصطناسي الذكاء سن

 ومن الاصطناسي الذكاء سة  القائية الروبوتات أو اسج زة إلتاج في الدةاهمنٌ اسش اص تعدد بةثع
 الدشرع تدخل خرورة يتطةع الذي اسمر  لدضرور، لح  الذي الضرر سن الدةنول الش ص معروة سدم
 ومواج ة الاصطناسي الذكاء تكنولوج ا ملم التعامل آل ة دي   بشكل يحدد متكامل يالوس ل ام لوخلم
 وسة  خوء ما نث  يوله لطرح الاشكال ة التال ة:. سن ا النابذة راراسخ
في ظل عدم كحاية قواعد الدسؤولية الددنية التقليدية في مواجهة الأضرار الناجمة عن أنظمة        

الذكاء الاصطناعي ماىي الأبعاد الحديثة التي استحدثها الدشرع لتأسيس قواعد ىذه الدسؤولية الددنية 
 من أجل جبر الضرر للمضرور من أنظمة الذكاء الاصطناعي؟. 

 وبرديد توخ ح خلال من الوصحي نه الد سة  الاستياد تم ،الدطروحة الإشكال ة  سة للإجابة      
 تةتوسع أن يدكن ال  الددل ة الدةنول ة ألواع إظ ار وكذا الاصطناسي، الذكاء للأل ية القالول ة الطث عة

 النصوص برة ل في التحليلي الدنه  سة  استياد وتم أركاوا، وب ان الاصطناسي الذكاء أل ية رارأخ
 ال ق  ة راءالآ وبرة ل ،رانةالد لدوخوع سامة يالول ة يواسد تشكل  ستثارها الددل ة، لةيةنول ة القالول ة

 في الددل ة الدةنول ة لقواسد مقارلة خلال من الدقارن بالدنه  الانتعالة تم كيا  لدوخوع، الصةة ذات
 التشريعات في المجال هذا في الواردة القالول ة القواسد ملم الاصطناسي، الذكاء أل ية سن زائريالج التشريلم
 خطة مكولة من بح نٌ:وذلك  تثاع  .الدقارلة

 الدةنول ة الدوخوس ة ك ناس لدةاءلة أل ية الذكاء الإصطناسي. الدث   اسول:
 مثدأ الح طة كثعد جديد لةيةنول ة الددل ة سن أتخرار أل ية الذكاء الإصطناسي. الدث   ال اس:
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      الدسؤولية الدوضوعية كأساس لدساءلة أنظمة الذكاء الإصطناعي. الدبحث الأول:
 الضرر ويوع يك ي ح   ،1" لغرم الغنا" بدعنى التبعة تحمل وكرة سة  الدوخوس ة الدةنول ة تقوم     

 الضرر سن الدةنول برديد يصعع انتنتاجه نث  وكيا أله غنً والدةنول، الدضرور بنٌ والعلاية لق ام ا
 الانتغلال ،التطوير ،التصن لم ،الإلتاج في الدتدخةنٌ لتعدد الاصطناسي، الذكاء سل ية  لنةثة

 الدةنول ة ي ام حالات الأول الدطلب في لتناول وسة ه، .الدضرور ح  إهدار إي يندي ما والانت دام،
 .الاصطناسي الذكاء أخرار سة  الدوخوس ة الدةنول ة يواسد اسيال لعالج الثاني الدطلب في أما الدوخوس ة،

    الدطلب الأول: :الات قيام الدسؤولية الدوضوعية.
 و  ا تعمز ال  الحالات في الدوخوس ة، الدةنول ة يواسد إسيال إي جاهدة الدقارلة التشريعات سيةإ      

 ال  الحالات أو الخط ، إثثات الدضرور سة  وتعذر الضرر ويلم متى حمايت ا، بةط سن التقة دية القواسد
 لتشيل الدوخوس ة الدةنول ة يواسد تطويلم لإمكال ة إخاوة مةت دثة، لةضرر الدةثثة الد اطر و  ا تكون
،  الدةت دثة الد اطر سن النابذة اسخرار وكذا الضرر، برق  رغا الع ع أو الخط  إثثات صعوبة حالة

 .بطث عت ا الخطنًة اسلشطة حالة وأخنًا 
 الحرع الأول: :الة صعوبة إثبات الخطأ أو العيب رغم تحقق الضرر: 

 وبنٌ ب نه الةثث ة العلاية إثثات الدضور سة  الواجع الخط  سة  التقة دية الددل ة الدةنول ة تقوم     
 برق  رغا سنه والدةنول الخط  إثثات يصعع الحالات بعض في نابقا، إل ه توصةنا وكيا أن غنً الضرر،
 ملاءمة سدم يعني ما ب اوا، نث  أنثاب لعدة الاصطناسي الذكاء أل ية أثارتها ال  الدشكةة وهي الضرر،
 تع ر حال ت ور يواسد سن الث   انتدس  ما الذك ة، اسل ية سن الصادر الضرر لتغط ة التقة دية القواسد
 .شروط ا من شرط برق  لعدم الدةت قات تغط ة في لةيةنول ة التقة دي الن ام
 لدةاءلة الدوخوس ة الدةنول ة يواسد إسيال إي ال ق اء من بعض دسا توخ  ه، نث  لدا كنت مة     

 صدور إثثات من الدضرور و  ا يع   وال  الاصطناسي، الذكاء أل ية سن النابذة اسخرار سن الدةت  د
 يثل من وايعة أو وعل صدور إثثات سة  تكة  ه يقتصر ح   ،  اسل ية هذ  في س ع وجود أو خط 

 غنً ، 2الإثثات طرو بكاوة وذلك اسخرى اسركان إثثات إي إخاوة له، خرر سن ا لتا الذك ة، اسل ية
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 الضرر جبر و ه الد ترض برديد صعوبة يعني ما الدةنول ة، ش وع هي أمامنا يائية تضل ال  العقثة أن
 ورض إي اسوربي والبرلدان  لتشريلم دولم الذي اسمر وهو ، 3الدتدخةنٌ تعدد بةثع الدضرور وتعويض
 .التضامن ة الدةنول ة

 .الدستحدثة الدخاطر عن الناتجةضرار الأ الحرع الثاني: :الة
 إي اسح ان بعض في الغنً تعرض ال  الحدي ة، التكنولوج ة  لصناسات الد اطر من النوع هذا يرتثط      
 يصعع ما الشائعة، تةك غنً والخبرة الدراية من مةتوى بها للإحاطة تتطةع كووا مع ودة، غنً أخرار
 اسل ية سن النابذة راراسخ إي  لنةثة اسمر وهو سنه، والدةنول الضرر أنثاب إثثات إمكال ة من

 لجبر تري  لا والع ع، الخط  سة  القائية الددل ة لةيةنول ة التقة دية اسن  أن لنا، اتضح وقد .الذك ة
 تقتضي وال  الاصطناسي، الذكاء أل ية رها ت ي ال  القالول ة للأوخاع وو  الدضرور، وتعويض الضرر
 .  4الجديدة اسوخاع وهذ  تتلاءم يواسد خة 
 من كل ياسدة سة  القائية الد اطر، وكرة سة  تنن  أن يدكن الدوخوس ة الدةنول ة أن بدا      

 اسك ر الدةنول ة و ي ل لم، من يحققه سيا الن ر بغض سنه ية ل لةغنً خرر سنه ينتا لشاطا انت دث
 سة  يا تقوم الذين الدثدأين أحد هي اسخنًة هذ  أن  لذكر والجدير الدةت دثة، الد اطر ل رية ملم تواو 

 الدةنول ة يواسد تثني إي والقضاء ال قه سيد لذا  لغرم، الغنا مثدأ جالع إي الدوخوس ة الدةنول ة
 الاصطناسي، الذكاء أل ية لشاط سن النابذة اسخرار لتغط ة الدةت دثة، الد اطر أناس سة  الدوخوس ة

 .و  ا تتةثع ال  اسخرار لنوع ملاءمة أك ر كووا
 الحرع الثالث: :الة الأنشطة الخطيرة بطبيعتها.

 اسلشطة من النوع وهذا مرت عة، و  ا الضرر ويوع ولةثة الخطر يلازم ا ال  اسلشطة بها يقصد     
 الخط  إثثات إي الدضرور حاجة دون راراسخ عويضلت الدةنول ة، من خاص لن ام إخضاس ا يةتدسي
 بعض تلازم ال  الص ة وهي ، النشاط طث عة خين وتدخل دائية الخطر ص ة أن  ستثار سنه، والدةنول
 .الذك ة اسل ية ألشطة
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 وهو الخطورة، شديدة وأخرى سادية ألشطة لوسان اسل ية هذ  لشاط أن لصد العيةي الوايلم من      
 عملياتها تنطوي التي الأنظمة تلك " :بأله اسخنً النوع سرف ح   اسوروبي، البرلدان تثنا  الذي التقة ا
 عشوائي بشكل أكثر، أو لشخص ضرر وقوع علية يترتب خطر، لوقوع كبيرة ا:تمالية على الدستقلة

 يوة بنٌ والت ثر الت ثنً درجة بحةاب الخطورة شدة وتقاس ،"معقول بشكل توقعو يمكن ما يجاوز وبما
 الاصطناسي، الذكاء ل ام انت دام وطريقة الد اطر، برق  واحتيال ة ،رارالق ابزاذ انتقلال ة ودرجة الضرر
 .الانت دام هذا ون او
 الطث عي، وغنً الخطنً النشاط أناس سة  الضرر موخوس ا مةنول ة إيامة وكرة ال قه من جالع تثنى     
 سعء من الدضرور إس اء معه يتطةع ما الاصطناسي، الذكاء أل ية بعض سن النابذة اسخرار لتغط ة
 س ع، أو خط  من لرردة الوايعة أو ال عل بإثثات وتكة  ه الضرر، وبنٌ ب نه الةثث ة والعلاية الخط  إثثات
 ، 5الخط  سة  القائية التقة دية الدةنول ة يواسد سن الخروج يعني ما وهو ، ب ن يا الةثث ة والعلاية الضرر
 .لةيةنول ال ردية الدصة ة من أوي الضرر جبر كون
 سال ة الاصطناسي الذكاء أل ية مشغل إي وتةقائ ة مثاشرة بص ة الدةنول ة اسوروبي البرلدان أنند       

 أي سن موخوس ة مةنول ته امعتبر  ،  اسل ية من النوع هذا سة  الة طرة يدارس من كوله الخطورة،
 و  ا وخطن  الذك ة اسل ية بها تقومتراخ ة او أو مادية سية ة أو ل ام لشاط سن لشئ خرر أو خةارة

 تةثع وأخرار خةائر من لحقه ما تعويض من الدضرور بسكنٌ ذلك من )اسوروبي البرلدان( غرخه م ترض،
  .6الاصطناسي الذكاء أل ية تشغ ل و  ا

 نظرية النائب الإنساني.أولا:  
ل رية النائع الإلةاس تعتبر أحد أها الد رجات ال  أحدثت ا الةمنة القالول ة للإبراد اسوروبي ننة       

،وذلك من أجل يواسد خاصة  لروبوت وهذا بةثع اسنئةة ال  دارت حول الدةنول ة ال   2015
ا حول الخلاوات حول طث عة ترتث ا أل ية الذكاء الإصطناسي وسة  من تقوم الدةنول ة، وكيا رأينا نابق

القالول ة لذذ  التقن ات ولدا تتيتلم من خصائص ولش زات، والدشرع اسوروبي تثني وكرة النائع الإلةاس "يرين 
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إلي تك  ف مةنول ة (1)ال رلةي. ومن خلال هذا لتطرو في الروبوت" هو مصطةح الذي انتعيةه الدشرع
 ..النائع الإلةاس 

 .تكييف مسؤولية النائب الإنساني -1
جاء في يالون الددس اسوروبي سثارة وك ل مشنًا إي الش ص الذي يت يل الدةنول ة سن أخرار      

. إن مةنول ة النائع الإلةاس هي مةنول ة يالول ة مثتكرة من يثل الدشرع 7تقن ات الذكاء الإصطناسي
والثعض الآخر يطةقون سة  ا تةي ة  8ن  لنائع الإلةاساسوروبي يةي  ا بعض ال ق اء وشراح القالو 
.إن الدشرع اسوروبي من خلال  9اليد على الروبوت" "ذيمةنول ة النائع القالوس معبرا سن ا بدةنول ة 

انت دام مصطةح الوك ل هو استراف خيني بأن الروبوت ل   بآلة م كال ك ة أو شيء بوص ه الإلةان 
 .  الحارسالدةنول هو النائع ول 

النائع" "إن تك  ف الدشرع لدى الابراد اسوروبي لم يد  بأهة ة الروبوت وبذلك  نت دامه مصطةح      
يابة ة الإطار التشريعي  ولم يةت دم الوصي أو الق ا الدشرع لم يثإ في إشكال ة أهة ة الروبوت وهذا لعدم

.إن التشريعات الددل ة التقة دية مازالإ في الوايلم في  10الحالي لذلك واكت ي بإسطائه منزلته يالول ة خاصة
مرحةة الآلة التقة دية، غنً أن القالون الاوروبي الذي ذهع إي أن تقن ات الذكاء الإصطناسي ل ةإ بدركز 
التابلم القالوس للإلةان رغا أوا صنعإ أو وجدت لخدمته والدل ل سة  ذلك أن الدتثوع لديه الةةطة 

وكذلك لةيتثوع ح  الرجوع سة  التابلم لوجود سالقة  اسهة ةراف والتوج ه سة  التابلم كامل من إش ال عة ة
 التثع ة ب ن ا

دون  الإلةانحمل  الاوروبيل ةإ سالقة ل ابة أو بس  ل في بريل الدةنول ة، والدشرع  اكيا أو      
لددل ة ل رض الدةنول ة الدثاشرة سة  وإنما لعدم انتمابة التشريعات ا الروبوتالروبوتات. وهذا ل   سةة في 

الذكي  ستثار  نائع ول   تابلم، وذلك لت ضنً لدنزلة يالول ة  الروبوتية ل سن  والإلةان، الروبوت
كرابطة وصاية سة  الدال   الآلةو  الإلةانمةتقثةة، لذلك ل   من الدقثول يالونا أن تكون هناك رابطة بنٌ 

رابة أو التع نٌ سن طري  يرار يضائي في حالة غ اب القائا الشرسي وهذ  تنش  من الق سواأو سة  الن  ، 
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بنٌ  الات اي ةبطة راكيا أله من غنً الدنط  التكةا سن ال  والروبوت الإلةانالص ات ال تصح أن تكون بنٌ 
 .والروبوت الإلةان
 الإلةاس ، وهنا النائع  الإلةانيجوز له إبرام تصروات بدعزل سن الدةت دم  ذيال اسخنًوهذا        

ل   بدركز المحال سة ه من الن ام الذكي خين ما يعرف بحوالة الدين ، ألن هذا النوع من الحوالة ينش  
 إلابذا  المح ل، وهذ  الحوالة ال تتا  الإلتزام لتزام يالوس مةثقا، يةتزم بدوجثه المحال سة ه، بأن يوور لزل 

ال يوجد التزام مةث  بنٌ تقن ات الذكاء  الإصطناسيسن تقن ات الذكاء  ةانالإلبدواوقة الدائن أما ل ابة 
بدركز الك  ل و ذا غنً لشكن، كون الك الة  الإلةاسأما إذا استبرنا النائع  .الإلةاسوالنائع  الإصطناسي

لةدائن سن  لإلتزاماالإ ازم الك  ل  لوواء  لتزام الددين  لوواء  لتزام الددين لةدائن سند امتناع الددين 
ال يدكن تطث قه  الات اوالوواء وكان الدين مةتقثة ا وهذا ما يكون وجود ات او بنٌ الك  ل و الدائن وهذا 

ملم الدائن الدضرور من تقن ات الذكاء  الات او لالعداموذلك  الإصطناسيوتصور  في تقن ات الذكاء 
يدكن أن  لا،ومن هذا  إرادتهخر دون يدكن أن يكون ش ص ك  ال سن ش ص آ لا كذلك.الإصطناسي

 . الإصطناسيسن تقن ات الذكاء  لابأن يكون ك   الإلةانلةزم 
 .الذكاء الإصطناعي وتقنيات أضرار أنظمة عنالدطلب الثاني: الدسؤولية الدوضوعية 

الدةنول ة إسيال يواسد  وإيلتطرو في هذا الدطةع إي حالات تطث   الدةنول ة الدوخوس ة )ورع أول(،   
 .)ورع ثاس(الدوخوس ة سة  أخرار أل ية الذكاء الإصطناسي

      الحرع الأول: :الات تطبيق الدسؤولية الدوضوعية.
 صعوبة إثبات الخطأ رغم تحقق الضرر.أولا: 
 إثثات سثئ الدضرور سة  ويقلم الضرر يةثع الذي الخط  أناس سة  التقصنًية الدةنول ة تقوم      

 وأن ل ةه الدةنول من يصدر سيل سة  تترتع ال  ش ص ة أسيال بدنانثة تت ق  الدةنول ة و ذ  الخط ،
 ظل في الصعوبة من كثنًة درجة سة  الخط  إثثات يكون يد ولكن .11الإثثات الواجع الخط  أنان ا
 اسمر وهو بها، الخاصة الع نة بت اص ل الإحاطة الدضرور سة  يصعع ال  حدي ة سةي ة تقن ات التشار
 اسمر وهذا تعويض، دون تركه تأبي والعدالة تعويض سة  الدضرور حصول سدم إي يندي ما وهو الصعع
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 مةتمدات و لتطور صالحة تكن لم وال  الخط  سة  القائية التقة دية ال كرة من الخروج ،إي دسا الذي
 والخط  الضرر إثثات من وثدلا ، 12التقصنًية لةيةنول ة تطور تعتبر الدوخوس ة والدةنول ة الحدي ، العصر
 خط  إثثات الدضرور سة  يقلم أن دون الضار، ال عل سن الناشئ الضرر إثثات يتا ب ن يا، الةثث ة والعلاية
 الدةنول ة هو الدضرور لتعويض الةث ل يكون الضرر برق  رغا الدةنول ة ي ام تعذر سند لذا واسةه،

 أسيال إي ال ق اء بعض دسي وكنت مة الاصطناسي الذكاء تقن ات سة  بإنقاط وهذا الدوخوس ة،
 و  ا يع   وال  رارأخ أحدثإ ال  الاصطناسي الذكاء تقن ات من الدةت  د لدةائةة الدوخوس ة الدةنول ة
 صدور إثثات سة  دور  يقتصر ح   .التقن ات هذ  في هو الذي الع ع و أ الخط  إثثات من الدضرور
ات  الإثث طرو بكل اسخرى اسركان إثثات إي بإخاوة له خرر سن ا تنتا ال  التقن ة تةك يثل من ال عل
 لتعدد وذلك الدضرور وتعويض الضرر جبر صعوبة وهي الدةنول ة هذ  أمامزا حاج تقف ال  العقثة لكن

 ورض إي بيو اسور  والبرلدان  لتشريلم دولم ما وهذا خارجي رفوط ومةت دم، مبرما و منتا من الدتدخةنٌ
 .التضامن ة الدةنول ة

 ثانيا: الاضرار الناتجة عن مخاطر جديدة.
 مع ا بذةع ل ةه الويإ في أوا إلا للإلةان ورواه ة رخاء من الحدي ة التقن ات بذةثه لشا الرغا سة       
 يصعع لشا رية ا والد الخبرة من بها إحاطة تتطةع كووا الإلةان، نلامة تهدد جديدة ولساطر أخرار
 الصناسي، الذكاء تقن ات سن النااة راراسخ  لنةثة اسمر وهذا سنه الدةنول و الضرر أنثاب إثثات
 يعد ولم الجديدة، الد اطر بهذ  للإحاطة تك ي تعد لم الددل ة الدةنول ة يواسد أن القول يدكن ولذلك
 الدوخوس ة الدةنول ة أن وبدا ، 13الجديدة الد اطر تةك ملم يت   الخط  وكرة سة  الددل ة الدةنول ة تأن  
 لةغنً خرر سنه لتا لشاطا انت داث من كل ياسدة سة  القائية الد اطر، وكرة سة  تنن  أن يدكن
 . 14ل لم من يحق  سيا الن ر بغض سنه ية ل

 .بطبيعتهاثالثا: :الة الانشطة الخطيرة 
 لةشيء متلازما و  ا الخطر ويكون الخطورة، ص ة بطث عت ا بريل ال  اسلشطة من الك نً توجد      
 بريل ال  واسلشطة التطور، لساطر إي انتنادا و  ا الدةنول ة تقوم ح   ، رارأخ اسلشطة هذ  سن وينتا
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 يقوم خاص لن ام لةيةنول ة يخضلم أن يتعنٌ الخطر لةشيء والنقل والانتعيال، التصن لم في الخطورة ص ة
 سن يا الدةنول والنشاط ل عل ملازمة لخطورتها رال  الخط  إثثات إي و ه ين ر لا موخوسي أناس سة 

 وتةقائ ة مثاشرة بص ة الدةنول ة أنند بيو اسور  البرلدان أن لصد الاصطناسي الذكاء تقن ات سة  وبإنقاطه
 هذ  ألواع من لوع سة  الة طرة يدارس من هو كوله الخطورة، سال ة الاصطناسي الذكاء تقن ات مشغل إي

 مادية سية ة أو تقن ة أو ل ام لشاط سن لشئ خرر أو خةارة أي سن موخوس ة مةنول ته برامعت.التقن ات
 من الدضرور بسكنٌ ذلك من غرخه مقترض، و  ا والخطورة 15الذك ة التقن ات هذ  بها تقوم وتراخ ةا أو

 . خرارأ و خةائر من لحقه ما التعويض
 .الدسؤولية الدوضوعية على أضرار أنظمة الذكاء الإصطناعيإعمال قواعد الحرع الثاني: 

 ال  اسل ية من جديد لوع خة  إي أخ   ومعةوماتي تقني تطور والتكنولوجي العةيي التقدم أسقع      
 وتتصرف ، اكييالتر  الذاتي التعةا آل ة طري  سن بها يح ط ما ملم الت اسل زاتهام  أها من  لذك ة، توصف
 الذي اسمر الثشرية، التصروات براكي يجعة ا ما الالةان وتة نً لة طرة و  ا بزضلم لا مةتقةة بص ة
 التقة دية القالول ة القواسد أن تثنٌ ح   الحقوو، حماية خاصة النواحي ا لم من م لوف غنً وايلم ورض
 .الدةتمدات النشاطات لدواج ة كاو ة غنً

 رارأخ جبر سن ساجزة والتقصنًية، العقدية بنوس  ا الددل ة الدةنول ة يواسد إن نابقا، له الإشارة تم ما     
 الخط  إثثات و  ا يصعع بطث عت ا خطنًة مةت دثة بألشطة تقوم  ستثارها الاصطناسي، الذكاء أل ية

 مع ا يجع لشا ، راراسخ هذ  وخصوص ة تتلاءم ويواسد أن  احايتر  إي ال ق اء دولم ما والدةنول،
 ، 16أصابه الذي الضرر تعويض سة  حصوله أجل من لشكن، يدر بأكبر الدضرور سة  والت ةنً التةاهل
 من وتع  ه لةيضرور حق ق ة حماية برق  ح   ال عةي، الضرر موخوس ا خط  بدون الدةنول ة وكرة ويدموا
 .ش صه كان أيا الدةنول جالع من الخط  إثثات سعء
 الذكاء أل ية سن النابذة راراسخ سن الدةنول ة إيامة إي راهنال الويإ وفي القضاء ذهع لقد     

 أن  ستثار التثعة، وبريل الدةت دثة الد اطر بدثدأي ا الدوخوس ة الدةنول ة أناس سة  الاصطناسي،
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 تقوم الذي النشاط من اسر ح سة  يت صل من وهو الدةت دم أو الدشغل لصالح تعيل الذك ة اسل ية
 .17رار وأخ الد لوف غنً النشاط هذا تثعة يت يل أن سة ه يتوجع لذا به،

 تعويض لتضين الدوخوس ة، الدةنول ة ت ور الاصطناسي الذكاء أل ية انت دام لت مة خرر يقلم أينيا      
 دون لةضرر الدةثع النشاط من الدنت لم تة ل الدوخوس ة الدةنول ة كون خرر ، وجبر لحقه سيا الدضرور
 انت دث من كل سة  تقتضي ال  العدالة جوهر وهو ،  18الدةنول خط  اثثات سعء الدضرور بري ل
 .تثعته بريل لشاطه لشارنة بدنانثة خرر

       لدبحث الثاني: مبدأ الحيطة كبعد جديد للمسؤولية الددنية عن أَضرار أنظمة الذكاء الإصطناعي.ا
 الإحاطة إمكال ة و ه رأوا والذي -مثدأ الح طة-القالول ة الدثادئ أحد تطث   احيتر   بعض ال ق اءيام       
 يثل والدنكدة المحتيةة اسخطار سن والكشف الاصطناسي، الذكاء أل ية انت دام سن النابذة رار سخ

 هذ  و  ا تتةثع ال  راراسخ وتأثنً خطورة من لةتقة ل ويائ ة يثة ة راءاتإج ابزاذ يت ح ما ويوس ا،
 أظ ر  الذي القصور وتدارك خرر، حدوث ي ثإ أو ينكد ما وجود سدم خل في حتى الغنً، سة  اسل ية

 إي تهدف القثة ة التدابنً من لريوسة سة  يائا حدي  م  وم وهو الح طة مثدأ إن .الوايلم في انت داماتها
 مرغوب غنً أخطار من التقة ص إسياله من يقصد الويوع، منكد أو لزتيل خرر أو خطر بذنع
 يعيل الذي النطاو سة  ما لشاط تأثنً درانة في والدتي ةة آل اته أها بت ع ل وذلك ،)الأول الدطلب( و  ا
 .)الثاني الدطلب( القالول ة القواسد سة ه تنص لدا تثعا الاثثات سعء وسك  أثار ، وتق  ا و ه

 مبدأ الحيطة.الدطلب الأول: إقامة الدسؤولية الددنية عن أضرار أنظمة الذكاء الاصطناعي على أساس 
 في الح طة مثدأ تكري  إي الدقارلة، القوالنٌ من العديد في التشريلم لجوء اسخنًة الآولة في يلاحظ ما      
 الث ئة إي الص ة ويطاع الدةت ةك حماية من ابتداء تطث قه، لطاو لاتةاع وذلك المجالات من العديد
وهو مثدأ مةت دث لت ن   الدةنول ة  الذك ة، اسل ية سة  والدعتيدة الالكترول ة والعقود التمارة اوأخنً 

 الددل ة سن أخرار أل ية الذكاء الاصطناسي .
 الحيطة.الحرع الأول: محهوم مبدأ  
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 الددارس تعددت بل مالعا، جامعا تعري ا لصد لا لذا الح طة مثدأ تعريف حول ال ق اء آراء تثاينإ     
 تعري اتها جاءت بل به خاصا تعري ا الدشرسنٌ يقدم لم كيا ، 19سنه الغيوض زالةلإ اجت دت وال  ال ق  ة
 ومن هذ  التعري ات لذكر :  انت دامه، لرالات  ختلاف لستة ة
التعريف اسول يرى بأن مثدأ الح طة يعرف بأله:" ابزاذ يرار من يثل أش اص سامة أو خاصة،       

يتضين إجراءات خاصة بنشاط أو منتا يعتقد في ش له أله من المحتيل أن يشكل خطرا ويةثع خررا 
    ."20جة يا  لث ئة أو الص ة العامة وينثر سة  ح  اسج ال الحال ة والقادمة في الث ئة 

وسروه آخرون بأن مثدأ الح طة هو العكاس سة  تطور م  وم الحذر، ح   ش دت المجتيعات        
ثلاث أل ية لة ذر: ل ام الدةنول ة سة  أناس الخط  الذي ي  ين حتى القرن التانلم سشر ول ام 

دت ال وم سة  التضامن سة  أناس الد اطر الذي تطور خلال القرن العشرين والوياية والةلامة ال  ش 
 الات اي ات في تداولا سك را او ال ق اء سند ش وسا اسك ر التعريف أن غنً". 21الاستراف بدثدأ الح طة

 ال  الجة ية اسخرار ويوع لدنلم اللازمة والاحت اطات التدابنً ا لم ابزاذ " :هو ، 22الدول ة والدعاهدات
 أو سةي ة أدلة وجود سدم من الرغا سة  ما لشاط بإيامة خةص ما إذا ويوس ا إمكان حول الشك ي ور
 حدوث احتيال ة :في تتي ل سناصر ثلاث توور يجع الح طة مثدأ ولتطث   ،"الشك هذا ينيد سةيي يقنٌ

 .الضرر تق  ا وسنصر العةيي، ال قنٌ غ اب أي للأخرار الدي   الإثثات إمكال ة سدم الضرر،
 الثاني: تكريس مبدأ الحيطة في التشريع الجزائري ومختلف التشريعات الدقارنة. الحرع
كرس الدشرع الجزائري مثدأ الح طة في سدة ألواع لستة ة من التشريعات والدران ا الد تة ة لذكر من ا     

 سة  نث ل الد ال:
 بقوله:" 06في مادته ال ال ة وقرة الدتعة  بحياية الث ئة في إطار التني ة الدةتدامة  10-03القانون رقم -

 نثثا الحال ة والعةي ة التقن ة لةيعارف ل را التقن ات توور سدم يكون ألا بدقتضا  يجع الذي الح طة مثدأ
 بتكة ة ذلك ويكون  لث ئة، الضارة الجة ية اسخرار خطر من لةوياية والدنانثة ال عة ة التدابنً تأخنً في

 ".23مقثولة ايتصادية
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الدتعة  بحياية الدةت ةك وييلم الغش الذي كرس مثدأ الح طة برإ مةي   03-00القانون رقم -
 في متدخل كل سة  يجعمنه سة  أله :"  53الت    ة ومثدأ الاحت اط وثانتقراء لص الدادة  التدابنً
 بص ة تضر لا أن سة  والة ر الدواد هذ  نلامة إلزام ة احترام  للانت لاك الغذائ ة الدواد وخلم سية ة

 ." 24الدةت ةك
الدتعة   لوياية من اسخطار الكبرى وتة نً الكوارث في إطار التني ة الدةتدامة  04-20القانون رقم -

منه وال  أوخ إ أن مثدأ الح طة والحذر هو الدسامة أو اسناس الذي  08حةع ما لصإ سة ه الدادة 
لح طة في كيا كرس الدشرع الجزائري مثدأ ا تقوم سة ه يواسد الوياية من الد اطر الكبرى وإدارة الكوارث".

بعض القوالنٌ الخاصة ال  تن ا منتمات لذا تأثنً سة  ص ة الإلةان والح وان والث ئة كالدرنوم التن  ذي 
 الدتعة  بتةم ل الدنتمات الص دلال ة الدةتعيةة في الطع الشرسي. 284-92ريا 
دل ة النابذة سن وفي ظل غ اب تأطنً يالوس صريح لإسيال مثدأ الح طة ك ناس لت ديد الدةنول ة الد  

أخرار انت دام الذكاء الاصطناسي ، ولصعوبة تطث قه في إطار القالون الخاص ، لش  كيثدأ ن اني بح  
 في ظل القالون العام، وملم ذلك يد يش  طريقه ك ناس جديد لةيةنول ة دسامت ا الوياية بدل التعويض.

 له أشار أله إلا وواخح، صريح بشكل الح ط مثدأ وجود أله لم يكرس نلاحظو الدصري الدشرع أما     
 لم كيا 26منه 25 و 22 الدادتنٌ لص في الث ئة يالون في 25أخرى مثادئ ملم متداخةة خين ة وبطريقة
 أو 101-95 ريا القالون في صريحة وبص ة الح طة بدثدأ انتعان وقد ال رلةي الدشرع أما .الدثدأ يعرف
 :بأله منه 1-101 الدادة لص في سروه ح   ، " la loi Barnier 27 رل ي يالون" ب الدةي 

 بذنع أو ت ادي إي تهدف وملائية وعالةإجراءات  ابزاذ ينخر أن يجع لا وال ني العةيي ال قنٌ غ اب"
 متنانثة الخطر لدواج ة الدت ذة الإجراءات تكون أن و مع تدارك ا، يعتذر خرارأ يرتع جة ا خطر
 ."28معه

 كالتمارب سدة لرالات في لتطث قه الدثدأ، هذا حول رانت اد الدول تك ف الذي الويإ وفي إذن      
 انتثاو ل ام وو  يعيل كوله لردية لتائا من أظ ر  لدا تشريعاتها، في وتكريةه الدةت ةك وحماية الطث ة

 ابزاذها اللازم  29القثة ة التدابنً تقرير من بسكن لةنشاطات، انتشراو ة درانات طري  سن الد اطر،
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 أل ية أخرار تقة ص في الح طة مثدأ تكري  وعال ة مدى ويا .وخطورتهاخرار اس جةامة من لةتقة ص
 .الاصطناسي؟ الذكاء
 الذكاء أل ية لشاط سة  الح طة مثدأ تطث   شروط إنقاط لضاول التةاؤل سة  للإجابة     

 سن تنتا ال  الآثار حول الريثة به ولعني العلمي، اليقين غياب في أولا الشروط هذ  وتتي ل الاصطناسي،
 يد ال  اسخطار يخص دي   سةيي إثثات وجود وسدم المحتيةة، الةةث ة والنتائا الجديدة اسلشط بعض

 .الدترتع الضار واسثر النشاط بنٌ الةثث ة  لعلاية يتعة  كيا الغنً لذا يتعرض
 الحدي ة للألشطة الضارة الآثار وحول الذك ة، اسل ية انت دام سن الناتا الضرر بتعريف يتعة  و يا      
 تطث   وإمكال ة يوة من زاد الذي الشيء الدةت دمنٌ، غالث ة سند مث ية تكون وال  التقني، الطابلم ذات
 العةي ة اسدلة غ اب بدعنى الاصطناسي، الذكاء أل ية في تتوور ال  العوامل ل   وهي ،30 الشرط هذا

 ومدى اسخرار وطث عة وحما والانت دام، التشغ ل جراء آثار من بزة ه أن يدكن ما حول ال ابتة
 .خطورتها

 حدي ة تقن ة كووا الذك ة، اسل ية سيل لطاو في الشرط هذا لتطث   خصع لرال وجود يعني ما     
 العةيي ال قنٌ غ اب وشرط وخبرة، اختصاص ذو كان من إلا بها الإلدام يدةك لا ومةتير، دائا تطور وفي

 ابزاذ وجوب يعني الشك ويمرد سةي ا، ثابتة غنً خطورتها كالإ وإن وحتى اسل ية هذا أمن سدم حول
 .الوايع ة والتغنًات العشوائ ة اسخطاء حول الاحت اط ة التدابنً
 راراسخ برق  أو ويوع ل ي بها لعني لا الخطر واحتيال ة للألشطة، المحتملة الأخطار ال اس الشرط أما     

 ، 31وتق  ي ا الدتويعة الد اطر لرصد وال عالة اللازمة راءاتالإج اخت ار إي يدوعنا تدبنً أو شرط هو بل 
 .برققه أنثاب في والت كا الخطر ويوع تدارك بغرض
 وانت دام ا تشغ ة ا جراء اسخطار بعض ويوع الاصطناسي، الذكاء سل ية الوايع ة التمارب أثثتإ     
 و  ا تةثثإ ال  اسحداث بعض إي نث  و يا التطرو تم ويد إلشاءها، سند من ا متويعة غنً كالإ
 درانة وإسادة اسل ية لة ع الشركات بعض دولم ما مذهولنٌ، سة  ا العامةنٌ جعةإ الذك ة اسل ية
 أو المحتيةة الد اطر رانةد وكرة ت ع ل خرورة حولرأينا  ينكد الذي اسمر وهو الحوادث، ويوع أنثاب
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 الطث ة التمارب أن  لذكر والجدير معنٌ، بنشاط الاصطناسي الذكاء أل ية ي ام جراء حدوث ا الدتويلم
 .العنصر هذا سة  يائية
 الضرر تق  ا سة  الشرط هذا يقوم ح  ، الأضرار وجسامة خطورة مدى هو ال ال  الشرط أما      
 الن ر بغض حمائ ة، تدابنً لوخلم الداولم كوله في أهم ته وتكين الغنً، سة  والخطورة الجةامة ح   من
 الح طة مثدأ تطث   أن الشرط هذا ويعني سدمه، من أخرار حدوث إمكال ة ي ثإ أو ينكد ما وجود سن

 يجع ح   الضرر، جبر و  ا ويصعع الخطورة من سال ة درجة سة  تكون ال  النشاطات في وقط يكون
 سة  زيادة العةيي ال قنٌ والت اء الشك سة  ا يغةع ظروف في الغنً تص ع ال  اسخرار تأثنً لةثة تقدير
 .  32الخط  سن والدةنول الةثث ة سلاية برديد صعوبة
 يدكن و ل ، وإصلاحه الضرر جبر إمكال ة بددى والخطورة الجةامة درجة ال ق اء يربط ما سادةو       
 إخضاع بدوجثه يدكن الجةامة من يدر وسة  خطنًة الاصطناسي الذكاء أل ية سن النابذة اسخرار استثار
 .الح طة؟ مثدأ يواسد اي اسل ية هذ 
 مت اوتة جةامت ا أن لصد الاصطناسي، الذكاء أل ية انت دام سن الدترتثة راراسخ طث عة إي  لن ر     

 يدكن ما وهو مع ا، الدتعامل والغنً المح طة الث ئة سة  لشاط ا تأثنً ولةثة تندي ا ال  الوظ  ة حةع
 هذ  كون في تكين الخطورة أن إلا اسن، لحد الذك ة اسل ية و  ا تةثثإ ال  الحوادث جراء ملاح ته

 به تتيتلم لدال را  العةي ة، والث ئة الدتدخةنٌ سند صدمة تشكل ما وك نًا متويعة وغنً م اجئة راراسخ
 برة ة ا سن نابعة انتنتاج ة يرارات ابزاذ من وبسكن ا الوظ  ي، والانتقلال الذاتي الت كا من اسل ية
 سة  الة طرة سة  القدرة سدم يعني ما بها، المح طة الث ئة ملم ت اسة ا طري  سن الد زلة لةث انات الذاتي
 .وعة ا وردود بأوعالذا التنثن أو يراراتها
 النابذة رارللأخ  لنةثة  والجةامة الخطورة حما الشرط هذا برق  بإمكال ة لةقول دولم الثعض ما       

 بتدابنً الق ام إي بحاجة لضن الد اطر برق  لةثة من ولةتقة ص الاصطناسي، الذكاء أل ية انت دام سن
 الد ام وطث عة تتنانع مدرونة، مقاي   وو  راءاتالإج بعض تطث   طري  سن، ازياحتر  طابلم ذات
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 طري  سن من ا والوياية الضرر ويوع أنثاب لانتثاو وظ  ت ا، و  ا تندي ال  والث ئة اسل ية لذذ  الدةندة
 .الضرر هذا خطورة أو جةامة من والت   ف الحد سة  العيل
 تطث قه أن بدعنى ، رافيانتش طابلم ذو مثدأ أله القالول ة الدثادئ  يي سن الح طة مثدأ يد ز ما إذن     
 تدارك يصد حال ة معط ات سة  تأن ةا التويلم سة  مثن ة مةتقثة ة، لتائا تةت دف يثة ة بص ة يكون
 الذكاء أل ية سة  انقاطه لزاولنٌ الدثدأ هذا رانةد إي دوعتنا ال  الد زة وهي ويوس ا، يثل أوخاع

 الدةنول ة تطث   لطاو في تون لم ال ق اء بعض و ه يرى الددل ة الدةنول ة يواسد خين وإسياله الاصطناسي،
      .33الضرر ويوع يثل الخطر لدرأ ون ةة إي لاحقة أخرار لجبر أداة كووا من

 الدطلب الثاني: آليات تنحيذ مبدأ الحيطة على نشاط أنظمة الذكاء الاصطناعي.
 غ اب في حتى تت ح الغنً، سة  أو العيل لز ط سة  لشاط سي الةةث ة للآثار الدرانة الانتثاي ة     
 وما اسخرار ولوع تشكة ا يد ال  الد اطر تويلم مع نة، سلشطة الضارة الآثار حول القاطلم العةيي ال قنٌ

 القالول ة الونائل أحد تعتبر ال  التأثير، دراسة مدى هي الح طة مثدأ تن  ذ آل ات أها وأحد ، ترتثه يد
 الدترتثة الآثار خطورة مدى وتقدير لشاط، سي المحتيةة الةةث ة الالعكانات برديد سة  القائية الخاصة

 .اسل ة هذ  أهم ة يبرز ما وهو سدمه، من الضرر برق  لةع إسطاء إي إخاوة سنه
 أو درانة تهدف" بأله الث ئة، حماية يالون في الت ثنً مدىرانة د تعريف إي الجزائري الدشرع تطرو     
 و الدثاشرة الآثار وتق  ا برديد ملم ب ئته في الدشروع إدخال ملائية مدى برديد إي الث ئة سة  الت ثنً موجز

  34.الدعني الدشروع إطار في الث ئة بحياية الدتعةقة  لتعة يات التك ل من والت ق  لةيشروع الدثاشرة غنً أو /
 معنٌ لشاط راءج ويوس ا المحتيل راراسخ جةامة مقدار تويلم هو الت ثنً مدى رانةد من الذدف إذن     

 راءاتالاج برديد هو ذلك سة  والثاس  آثار، من يخة ه ما حول العةيي ال قنٌ سدم سة ه يغةع ومداها،
 طري  سن من ا، والوياية الد اطر وبرق  راراسخ ويوع أنثاب لانتثاو الويائي، الطابلم ذات والتدابنً
 والجياسات رادللأو الايتصادية الدصالح بنٌ التوازن وبرق   الجةامة، من والت   ف من ا الحد سة  العيل
    .35اللاحقة وللأج ال لةيمتيلم العامة الدصة ة وبنٌ
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 وغنً مع ودة ومعنوية مادية رارأخ في تتةثع الاصطناسي الذكاء أل ية أن الوايلم أثثإولقد       
 اسل ية هذ  حول بح ه نث  لدا وكنت مة وجةيال ة، أخلاي ة وأخرى والمجتيلم والث ئة الص ة سة  مع ودة،

 معيول هو كيا تطث قاتها، لشاط حول والاحت اط التدابنً ابزاذ  ترضي و  ا، تةثثإ ال  الحوادث ونمط
 .الطث ة والث وث الاكتشاوات لرال في م لا به

 الذك ة اسل ية إلشاء في الدتدخةنٌ بها يةزم أن يجع ال  الونائل من الت ثنً مدى رانةد آل ة تعتبر      
 اسلشطة ألواع من لوع  ستثارها لةطرح جاهزيت ا مدى سة  أولا للاطلاع تشغ ة ا، أو سة  ا الإسلان يثل

 معروته يصعع اسل ية، هذ  تةثثه أن يحتيل خرر جةامة من التقة ص أو منلم أجل من وذلك الجديدة،
 هذا يخة  ا ال  الآثار برديد ويصعع حدوثه، من سةي ا الت قن يدكن ولا لإلشائ ا الدزامنة ال روف في

 .الضرر
 يقلم العامة لةقاسدة وووقا واسصل ،الإثبات عبء عكس و ي الح طة مثدأ لتن  ذ ال ال ة الآل ة أما      
 الدةنول إلزام سة  تقوم ح   سكةإ القاسدة الآل ة هذ  أن غنً ، الضرر لحقه من سة  الإثثات سعء
 للألشطة  لنةثة وذلك الغنً، سة  لشاطه خطورة سدم بإثثات منه، الدةت  د أو ما لشاط تن  ذ سن

 يرائن من يك ي ما النشاط سة  القائا يوور ،ح   راخر  تةثع أن ويحتيل خطورة تشكل ال  أو الجديدة
 .الغنً وسة  به المح طة الث ئة سة  لشاطه خطورة سدم خلالذا من ي ثإ وحما

 ومطالثته النشاط، سة  القائا سات  سة  بجعةه الإثثات سعء سك  أو يةع بأن ال ق اء أير ويد       
 ونائل أها من يعد خطنً، أو جة ا خررا ية   يد خطر أي من وخةو  لشاطه نلامة سة  أدلة بتقديم
 وقوة وسة ه الد اطر، وبرق  اسخرار حدوث انتثاو الآل ة هذ  ورض من والغرض الح طة، مثدأ تن  ذ

 الذي الدةث  الترخ ص لدثدأ ووقا ، لشاطه لدزاولة رخصة سة  حصوله ورص من تزيد يقدم ا ال  الحما
 .الإثثات سعء سك  أل ة تكري  صور من صورة يعتبر
 منح لذا الد ول الذ ئات إي الدرغوب النشاط حول معيقة يثة ة درانة تقديم سة  الون ةة هذ  تقوم       

 أك ر منه، الدتويعة وال وائد للايتصاد يض  ه ما وأن المح طة الث ئة سة  الايجابي تأثنً  أن ت ثإ التراخ ص،
 . لزتيةة  أخرار من النشاط هذا يةثثه يد لشا بك نً
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 الحدي ة التكنولوج ا انتعيال التشار سن النابذة اسخرار ، من جديد لوع الدع شي وايعنا ويعرف       
 خطورتها حول ال قنٌ غ اب سة  ا يغةع ال  اسخرار هذ  أهم ا، من الاصطناسي الذكاء أل ية تعد وال 

 أو معنٌ لشاط سن الدةنول بسكن ون ةة الإثثات سعء سك  وآل ة تق  ي ا، يصعع أين برقق ا وأنثاب
 الذي لةن ام الدةندة الد ام وتثة ط شرح من وتطث قاتها، الاصطناسي الذكاء بأل ية سلاية له ما، وظ  ة

 تت ق ، أن يدكن ال  الدنكدة وحتى المحتيةة الد اطر ونمط طث عته سن حما إسطاء طري  سن يةتغةه،
 أو المحتيل الضرر مةثثات سة  الة طرة نثل توخ ح ملم ، رايةود اطلاع الجي لم و ه يدةك لا لرال كوله
 .الح طة مثدأ يواسد تكري  طري  سن الدنكد
 لشاط بةثع العام الصالح تهدد جدية أنثاب وجود حال في الذكر الةال ة الدثادئ تطث  وسة ه،      
 وكنت مة ومعنوية، مادية الخطورة مت اوتة رارأخ في تتةثع الاصطناسي الذكاء أل ية وإن لشاط وك ي ما،
 بزة  ا ال  الآثار يخص و يا القثة ة والاحت اطات التدابنً ابزاذ يجع والعيةي، العةيي الوايلم ي رخه لدا

 الثنى في وتغةغةه الاصطناسي الذكاء بأل ية الددما الرييي الت ول إطار في .الاصطناسي الذكاء أل ية
 بنشاطات للإحاطة الح طة، مثدأ تكري  سة  تعيل وطن ة ه ئة إلشاء لقترح والمجتيع ة، التقن ة الت ت ة
 الآثار سة  والويوف انت دام ا، أو انتغلالذا سن النابذة راراسخ وتقة ص لجزائرا في الذك ة اسل ية
 .36الطث ة اسبحاث لرال في به معيول هو كيا لساطر ، من والتقة ل النشاط لذذا الةةث ة الجالث ة
 والوظائف تتنانع الدثدأ وعال ة لجعل والت    ة الاحت اط ة التدابنً ابزاذ صلاح ة الذ ئة لذذ  يعط        

 التكال ف وتق  ا الحدوث، الدتويعة الد اطر وحما لنوع رانةد تقديم طري  سن إسياله، أجة ا من رادالد
 .لرال كل حةع تكثدها يدكن ال  الايتصادية والخةائر الضرر برق  حال في برية ا الد ترض الدال ة

 تقديم ملم الذك ة، اسل ية من لوع في  لانت يار الدةتغل تصريح طري  سن الذ ئة هذ  سيل يكون       
 يد ال  رارخاس وبرديد م امه، و  ا يندي ال  والث ئة سة  تأثنً  وتوخ ح به لةتعريف سةي ة بح  ة رانةد

 من الحد نثل وشرح سةي ا، ثابته غنً كالإ وإن حتى وطث عت ا لساطر  ب ان ملم لةغنً و  ا يتةثع
 .37الضرر ويوع لةثة لتقة ص الدةطرة الويائ ة والتدابنً راءاتالإج وتعديد خطورتها،
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 الايتصاد في إخاوات من الذكي، الن ام هذا يقدمه ما حول جدوى رانةد تقديم جالع إي هذا       
 في اءبخبر  الانتعالة طري  وسن الذ ئة تقوم أين الحدي ة، لةتكنولوج ا الدولة بسةك لةثة في وزيادة الوطني
 .الاصطناسي الدكاء أل ية في الانت يار لشروط مطابقت ا ومدى رانةالد راجعةبد المجال،
رارات الق ابزاذ في الث ئة، حماية م دان في بها الدعيول الدةث  الترخ ص لدثدأ ووقا الذ ئة هذ  تعيل      
 الدعط ات سة  بناء سدمه، من زائرالج في الاصطناسي الذكاء أل ية من ما لوع انتغلال يثول مدى حول

 وخطورة حما لث ان العكةي، الإثثات وسعء الت ثنً مدىرانة د لآل ة ت ع ة ا طري  سن سة  ا الدت صل
 لشاط كل حةع ويوسه المحتيل الضرر جةامة ولةثة ذكي، ل ام انتغلال سند برقق ا المحتيل الآثار
م   اسناس هذا وسة  الانت دام، ولرال  القطر سبر الاصطناسي الذكاء أل ية انتغلال تراخ ص تقتدت
 ل ر توج ه في الدةاسدة الذ ئة، هذ  إلشاء إيجاب ات بنٌ من .و ه العيل رادالد الاختصاص حةع الوطني

 سة  آمنة وبص ة وانت دام ا انتغلالذا يدكن ال  المجالات لضو الذك ة، اسل ية في والدةت يرين الدةنولون
 .38الوطني الايتصاد إي إخاوة يحق  وبشكل مع ا، والدتعامةنٌ بها المح طة الث ئة

 الخاتمة:
 الذكاء أل ية انتغلال تعي ا منذ الثشرية واسلشطة المجالات ا لم م  الذي الت ول رغا      

 جعل ما التطور هذا يةاير لم القالوس ال قه أن غنً الطث عي، الذكاءزاحا ي أصثح والذي الاصطناسي
 ال  رارالاخ لتغط ة اسلةع القالوس الإطار إيجاد سن ساجزة التقة دي، شكة ا في القالول ة القواسد
 التعويضات، ووقه وت رض الدةنول ة سة ه تقوم الذي القالوس اسناس وبرديد الذك ة، اسل ية و  ا تتةثع

 راتيد تةاير يواسد خين وذلك لساطرها من لة د اسل ية هذ  تضثط يالول ة أطر وخلم انتوجع ما
 . الاصطناسي لةذكاء الخاصة
 الددس التشريلم في جذري تغ نً م ية أمامه زائريالج الدشرع أن جة ا يتضح لةيوخوع، معالجتنا ولدى     
 الابتكار سة  زاوبر   دسيا يحق  بدا الد ول، التكنةوجي التطور لدواج ة وذلك تعديلات، لررد وقط ول  
 .الحقوو حماية الويإ ل   وفي

 النتائ :
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 انت دامات رارأخ سن لةيةئول ة الدنانع اسناس اخت ار من تنطة  الدرانة في الخلاف لقطة إن -1
 سة  اسل ية، هذ  انتغلال سة  النابذة راراسخ تةك سن الدةنول ة إثارة إن والقول الذك ة، اسل ية
 إسيال خرورة إي أدى من الآلة دور وتطور حتيي، أمر هو الحالي الويإ في الدوخوس ة الدةنول ة أناس
 لركني الدتضرر وإثثات بت ق  وتكت ي أركاوا، من ركن الخط  من تت ذ لا وال  الدةنول ة، من النوع هذا

 .والضرر الضار ال عل بنٌ الةثث ة وسلاية الضرر
 الددل ة الدةنول ة طث عة حول الصثإ ال  ، راناتالد مع ا إل  ا خةصإ ال  النتائا أن وللاحظ -2

 بس ورت اسل ية، هذ  تةثث ا ال  رارالاخ لتعويض الاصطناسي، الذكاء أل ية سة  إنثاغ ا الواجع
 إسيال خلال من وذلك الإنلامي، القالوس ال قه في الدكرنة الدوخوس ة والدةنول ة العام الح  ل رية حول
 . العامة الةلامة في الح  يواسد
 الذكاء إي مثاشر غنً أو مثاشر بشكل لا الخاصة أو العامة تشريعاته في وائ ا الجزائري الدشرع يشر لم -3

 .المجالات وا لم الح اة، لواحي كاوة في تطث قاته وانتغلال انت داماته التشار رغا وأل يته، الاصطناسي
 سند المجتيلم سروه ما م ل م ة ا سنه، لةت ةي ن ثل ولا منه م ر لا وايلم الاصطناسي الذكاء أل ية -4

 التشريع ة من ومته في الدشرع وصاغه الوايلم في لش  اسصل في الذي الاستثاري الش ص وكرة استياد
 سية ة لاستثارات مةيونة، غنً حق قة الذي الدعنوي الش ص م  وم سة ه و طة  يالول ة، ح ةة مةتعيلا
 لدنح الدسوة إي ال قه من بعض دولم الذي اسمر وهو شروط، وو  القالول ة الش ص ة ومنح به استرف
     .القالول ة الش ص ة الذك ة اسل ية

 سن الدةنول برديد مة لة وهي ويت ة، مشكةة يحل "الإنساني النائب" ل كرة اسوروبي التشريلم ابتكار -5
 سة  الدشكةة لحل إرجاء يكون أن يعدو لا الوايلم في وله ك الذك ة، اسل ية انت دامات سن نابذة رارأخ

 تأخنً أي مع ا برتيل لا نريعة بخط  يةنً الاصطناسي الذكاء لرال في والتطور والثع د، الدتونط الددى
 والجدير لةيةئول ة، الددين دولم وونائل إثثاته، الدضرور سة  يجع وما الدةنول، برديد مة لة معالجة في

 الوكالة ك كرة ال قه يثل من رة الدقإ اسوكار من غنًها سن "الإنساني النائب" وكرة اختلاف  لذكر،
 .وغنًها ... والك الة
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 التوصيات:
 إل ه يةع  لم ما وهذا الرييي، التكنولوجي التطور ول دة  ستثارها اسشكال بهذ  الاهتيام خرورة -1

 خلال من نواء مةتير سيل في هي ال  اسوروب ة الدول بعض سك  الةاسة، حد إي الجزائري التشريلم
 .لتن  ي ا يوالنٌ مشاريلم أو اسكاديد ة الدرانات

 ثم الضرر، ويجبر الدضرور الدةت دم أو الدةتغل يعوض بح   متعدية، سلاية سن سثارة الدةنول ة جعل-2
 يدةك الدةت دم أو الدةتغل لكون بدور ،  لتعويض ل طالع الدورد أو الدبرما الدصنلم، الدنتا، سة  يعود

 .الاصطناسي الذكاء أل ية في الع ع أو الخط  كشف له تت ح ال  والخبرة الدراية
 ذات اسل ية وكرة سن الت ةي إي لدسوا الاصطناسي، الذكاء إل ه يذهع الذي الخطنً لةتطور رال -3

 الالةان مصة ة في يصع الذي والعيةي العةيي الجالع سة  والترك ز والقوي، ال ائ  أو الدياثل الذكاء
 . م ام من لذا يةند و يا الاصطناسي الذكاء أل ية وظ  ة بحصر وذلك ولحةابه،

بدا يتنانع ملم طث عة الذكاء الاصطناسي من خلال تشريلم ين ا تعديل أحكام الدةنول ة الددل ة  -4
الدةنول ة القالول ة سن أوعال الذكاء الاصطناسي أو إيرار تعديلات سحكام الدةنول ة الددل ة خين القالون 
الددس يتولا  لريوع من الدت صصنٌ في القالون والتكنولوج ا من خلال إبرام ص قات ملم الشركات الدصنعة 

ية الذكاء الاصطناسي لخة  نثل التعاون لةتزود  لدعةومات الضرورية  لدعةومات الضرورية ال  تةاها سل 
في توخ ح الرؤية لةيشرع من أجل تغ نً احكام الدةنول ة الددل ة لتكون كاو ة لانت عاب اسخرار النااة 

 سن الذكاء الاصطناسي.
 من لريوسة وخلم خلال من التقة دية، الددل ة لةيةنول ة الدن ية القالول ة القواسد في الن ر إسادة -5

 الريا يتضين تةةةةي، ريا ذك ة آلة لكل يكون أن من ا الاصطناسي، الذكاء سل ية الدلائية الضوابط
 اسلداس، القالون في الحال هو كيا بها، الدتعةقة الدعةومات كاوة يتضين أنود صندوو إي إخاوة التعري ي،

 بشكل الق ادة ذات ة الة ارة انت دام تثنٌ إذا الق ادة ذات ة الة ارة نائ  أو مالك ؤول ة م  يرر الذي
 ما لت ديد أنود بصندوو مزودة الدركثات تةك تكون أن الانت دام لص ة واشترط يالونا، ص  ح غنً
 .الدت كا هو الة ارة ل ام أو الةائ  كان إذا
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 .خرورة إسيال مثدأ الح طة في يواسد الدةنول ة الددل ة -6
سة  الدشرع وخلم لصوص خاصة في القالون الددس توخح اسخطار ال  يطث  سة  ا مثدأ الح طة سة  -7

وجه الخصوص، بدعنى  حصر الاخطار ال  تندرج خين مثدأ الح طة، وكذا وخلم لصوص ترتع الدةنول ة 
 هذا الدثدأ  لدصداي ة الشرس ة والقضائ ة. سة  الد ال نٌ حتى يتيتلم
 قائمة الدراجع والدصادر:

  الكتب -أولا
 دار اسوي، الطثعة الدةتدامة، التني ة وأثر الث ئ ة لةيشاكل الايتصادية اسبعاد،2018 جلال، أحمد-1

 .الةعودية العرب ة الديةكة مكة، والتوزيلم، لةنشر الة  اس خالد
 الحدي ة الدننةة -مقارلة رانةد -الدع ع الدواء سن الدةنول ة تعدد،2013 سثاس، شكور ص ا-2

 لثنان. لةكتاب،
 الن ضة دار اسوي، الطثعة التكنولوج ة، الث ئة أخرار تعويض مشكةة،1998 الةلام، سثد نعد نع د-3

 .مصر، العرب ة،
 العيل ( القالول ة الوايعة  الالتزام مصادر الجزائري الددس القالون شرح،2004 الةعدي، صبري محمد-4
 .لجزائرا والتوزيلم، والنشر لةطثاسة الذدى دار ال ال ة، ، الطثعة )والقالون  العقود شثه  الدشروع غنً
 في الاصطناسي الذكاء تطث قات  رارأخ سن الددل ة الدةنول ة،2021 الوالي، الله سثد نع د الله سثد-5

 .، دبي و مصر العةي ة، الن ضة ودار العرب ة الن ضة دار مقارلة، برة ة ةدرانة  ،راتيالإما القالون
 ثانيا: الدذكرات والاطرو:ات.

 القالون أحكام خوء سة  الدةتدامة التني ة إطار في الث ئة حماية .2014/2015 صاو ة، الدال زيد -1
 الة ان ة، والعةوم الحقوو كة ة الخاص، القالون بزصص الدكتورا  ش ادة لن ل مقدمة أطروحة الدولي،
 ،الجزائر  وزو، ت زي معيري، مولود جامعة

 بزصص الدكتورا  ش ادة لن ل مقدمة أطروحة الد ن نٌ، ومةنول ة الح طة مثدأ2015 لع ية، سيارة-2 
  ،الجزائر  تةيةان، بةقايد، بكر أبو جامعة الة ان ة، والعةوم الحقوو كة ة خاص، يالون
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 لن ل مقدمة رنالة مقارلة درانة-الاصطناسي لةذكاء القالوس التن  ا،  2022 كريم، الله سثد نلام-3
 العراو. كربلاء، جامعة الحقوو، كة ة ،الدكتورا  ش ادة

 درانة"الآلي الإلةان اسخرار سن الددل ة الدةنول ة،2020 الد بري، خرور محمد خم   سةي ل ةة-4
 .الدت دة، العرب ة الامارات  جامعة خاص، يالون  ماجةتنً، مذكرة"برة ة ة

 رنالة الث ئة، لحياية كآل ة الث ئة سة  الت ثنً مدى درانة إجراء 2012/2013 موهوب، بن ووزي-5
 سثد جامعة الة ان ة، والعةوم الحقوو كة ة للأسيال، العام القالون بزصص الداجةتنً ش ادة لن ل مقدمة
 .،الجزائر بجاية، منًة، الرحمان

 الداجةتنً ش ادة لن ل مقدمة رنالة الث ئي، المجال في الح طة مثدأ.2004/2005 خالد، العزيز سثد-6
 .الجزائر. 1جامعة الجزائر الحقوو، كة ة ،الث ئة والعيران يالون بزصص

 ثالثا: الدقالات.  
أتخرار ك ةي زهنًة، مثدأ الح طة: توجه مةت دث لةيةنول ة الناشئة سن   2025ايدابنً يد نة، -1

 ...01، العدد14أل ية الذكاء الاصطناسي، لرةة الاجت اد لةدرانات القالول ة والايتصادية، المجةد 
معوش ونًوز، خصوص ة الدةنول ة الددل ة سن أخرار أل ية الذماء الاصطناسي  2023رواف  لخضر ، -2

 ..  01، العدد 06في القالون الجزائري. لرةة طثنة لةدرانات العةي ة الاكاديد ة المجةد 
 الإلةاس النائع ل رية تأثنً "بوتو الر  تشغ ل سن الدةنول الش ص إشكال ة، 2018 القوصي همام-3

 الخاص اسوربي الددس القالون القواسد في انتشراو ة برة ة ة درانة "الدةتقثل في القالون جدوى سة 
 . ، 25 العدد لثنان، ،طرابة  الدعيقة، القالول ة، اسبحاث لرةة بوت،و  لر 
الدةنول ة الددل ة الذك ة سن أتخرار الذكاء الاصطناسي، درانة مة  ة 2022محمد أحمد الشرايري، -4

 ، مارس.02مقارلة، لرةة كة ة القالون الكويت ة العالد ة، الةنة العاشرة ،، العدد 
 برة ة ة درانة الاصطناسي الذكاء أل ية أخرار سن الددل ة الدةنول ة2021 بط خ، محمد  رمضان م ا-5

 .ماي ،5 العدد ،9 المجةد مصر، القاهرة، جامعة ) الخرطوم ورع ( الحقوو كة ة القالول ة، المجةة ،" مقارلة
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تأثنً مثدأ الح طة سة  يواسد القالون الددس)لضو الالتقال  لدةنول ة  2023م ا رمضان محمد بط خ، -6
، العدد 17المجةة القالول ة ، كة ة الحقوو، جامعة سنٌ الشي ، المجةد الددل ة من التعويض اي الوياية(، 

 ، اغةط .08
الدةنول ة الناشئة سن الذكاء الاصطناسي ووقا لةتشريعات  2022م عاد س ة  محمد ال ارني ، -7

 ،.6، العدد  7العيال ة.، لرةة الدرانات الجامع ة لةث وث الشامةة، المجةد 
درانة –الذكاء الاصطناسي  والدةنول ة الددل ة سن أخرار تطث قه  2022حةننٌ ،  محمد ابراه ا ابراه ا-8

، ، العدد 7المجةة القالول ة )لرةة مت صصة في الدرانات والث وث القالول ة ،  المجةد  -برة ة ة تأص ة ة
14.، 
 ،"مقارلة درانة   الدةت دثة الد اطر سن الدوخوس ة الدةنول ة 2022 .،يةنال تاح  سثد إبراه ا محمد-9

 .أكتوبر ،2 العدد ،6 المجةد مصر، بن ا، جامعة الإلةال ة، لةعةوم بن ا لرةة
الدةنول ة الددل ة الناشئة سن انت دام الذكاء الاصطناسي، لرةة . 2020لور خالد سثد الرزاو، -10

 ،.05، العدد 14الت ديات والاواو القالول ة والايتصادية لةذكاء الاصطناسي، المجد 
 رابعا: القوانين والدراسيم.

 الدةتدامة، التني ة إطار في الث ئة بحياية متعة  ، 2003 يول و 19 في الدنرخ 03-10 ريا القالون-1
 ..2003 يول و 20 في صادر 43 سدد ر.ج
 سدد ر.ج الغش، وييلم الدةت ةك بحياية متعة  ، 2009 وبراير 29 في منرخ ، 09/03 ريا القالون-2

  ..2009 مارس 08في صادر ، 15
 الدعدل ،5 سدد ر.ج 1994 يناير 27 في الصادر 1994 لةنة 4 ريا الدصري الث ئة القالون-3

  لقالون بدور  والدعدل مكرر،  9سدد ر.ج 2009 مارس 1 في الصادر 2009 لةنة 9 ريا  لقالون
 .2015 أكتوبر 19في الصادر.)أ( مكرر 42 ر.ج 2015 لةنة 105

 وك   ات لزتوى تطث   لمجال المحدد ، 2007 مايو 19 في الدنرخ 07/145 ريا التن  ذي الدرنوم-4
 .2007 مايو 22 في صادرة ، 34 سدد ر.ج الث ئة، سة  الت ثنً وموجز درانات سة  الدصادية



 

 

 

 

 

166 

 

 

 

1-Loi n° 95-101 du 2 février 1995 relative au renforcement de la protection 

de l'environnement, JORF n° 29 du 03 février 1995, modifié par Décret 

n°99-630 du 21 juillet 1999. 

 خامسا: الدراجع باللغة الأجنبية.
1-P-MARTIN-BIDO٬ Le principe de précaution en droit international de 

l’environnement٬ RGDIP٬ n°3, 1999٬ 

2-Richard duprez،in telligence artificielle: un régime européem de 

responsabilite civil،revue lamuy droit de limmatériel;wolters kluwer 

novembre2020. 

3-Patrick Hubbard، and Ronald L.Motley, regulation of and liability For 

risks of physical injury From “sophisticated robots”. previous 

reference.2018. 

 الذوامش
 

 
  العقود شثه  الدشروع غنً العيل ( القالول ة الوايعة  الالتزام مصادر الجزائري الددس القالون شرح الةعدي، صبري محمد  1

 .21ص 2004 ،لجزائرا والتوزيلم، والنشر لةطثاسة الذدى دار ال ال ة، ، الطثعة )والقالون
 ،القانونية المجلة ،" مقارلة برة ة ة درانة الاصطناسي الذكاء أل ية أخرار سن الددل ة الدةنول ة بط خ، محمد  رمضان م ا 2

 .1598 ص ناب ، 2021 ماي ،5 العدد ،9 المجةد مصر، القاهرة، جامعة ) الخرطوم ورع ( الحقوو كة ة
3 Résolution du Parlement européen du 16 février 2017 contenant des recommandations à 

la Commission concernant des règles de droit civil sur la robotique, op.cit., p.17. 
 بن ا، جامعة الإلةال ة، لةعةوم بن ا لرةة ،"مقارلة درانة   الدةت دثة الد اطر سن الدوخوس ة الدةنول ة " يةن، إبراه ا محمد4

 ..71 ص ، 2022 أكتوبر ،2 العدد ،6 المجةد مصر،
5
Patrick Hubbard، and Ronald L.Motley, regulation of and liability For risks of physical 

injury From “sophisticated robots”. previous reference. P. 41.  
6
 Thierry Daups, Le robot, bien ou personne ? Un enjeu de civilisation ? op.cit., p.7. 

7
 Section ad the european parliament، civil.lowruleson robotics،16 february2017. 

 "الدةتقثل في القالون جدوى سة  الإلةاس النائع ل رية تأثنً "بوتو الر  تشغ ل سن الدةنول الش ص إشكال ة القوصي همام 8
 العدد لثنان، ،طرابة  الدعيقة، القالول ة، اسبحاث لرةة بوت،و  لر  الخاص اسوربي الددس القالون القواسد في انتشراو ة برة ة ة درانة
 .502ص ، 2018 25
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 مقارلة، برة ة ةدرانة  ،راتيالإما القالون في الاصطناسي الذكاء تطث قات  رارأخ سن الددل ة الدةنول ة الوالي، الله سثد نع د الله سثد 9
 160 ص ، 2021 ، دبي و مصر العةي ة، الن ضة ودار العرب ة الن ضة دار
 ، 21 العدد ال ال ة، الةنة الدت دةرات الإما القضائي، دبي مع د القضائي، دبي مع د لرةة الروبوتات، يالون كاو  ، نوجول 10
 .33 ،ص 2015 ابريل
11

 104 ص ، 2013 بنًوت،  لةكتاب، الحدي ة الدننةة -مقارلة رانةد -الدع ع الدواء سن الدةنول ة تعدد سثاس، شكور ص ا 
 .152 ص  .2005ا ، زامالالت مصادر اسول، الكتاب ،للالتزام العامة الن رية الجيال، العزيز سثد حامد سمنً،  12
 و القالون منبسر" الخام ، العةيي لةينبسر يدم بح  الإلكتروس،  لن ايات التةوث أخرار سن الددل ة الدةنول ة حن ي، إبراه ا ول د13

 .2018ل ةان  24-23مصر الحقوو، كة ة طنطا، جامعة ،الث ئة
 بن ا جامعة الإلةال ة، لةعةوم بن ا لرةة مقارلة، درانة الدةت دثة، الد اطر سن الدوخوس ة الدةنول ة ب ةن، ال تاح سثد إبراه ا محمد 14
 .71ص ، 2022 أكتوبر ،2 العدد 1 المجةد مصر

15
 Article 41dure comme mandations du parlement europeenet du conseil relatif un 

régime de responsabilite pour lexplottation des systémes،dintellignceartificielle 
 القاهرة، العرب ة، الن ضة دار اسوي، الطثعة التكنولوج ة، الث ئة أخرار تعويض مشكةة الةلام، سثد نعد نع د 16

 .124 ص ، 1998مصر،
رواف  لخضر ، معوش ونًوز، خصوص ة الدةنول ة الددل ة سن أخرار أل ية الذماء الاصطناسي في القالون الجزائري.   17

 .574ص 2023 01، العدد 06لرةة طثنة لةدرانات العةي ة الاكاديد ة المجةد 
سلاء أحمد صثح، الدةنول ة الددل ة سن أخرار الذكاء الاصطناسي، درانة برة ة ة تطث ق ة مقارلة، لرةة روح القالون كة ة   18

 .2168ص 2019الحقوو جامعة طنطا، سدد خاص ، الدنبسر العةيي الدولي ال امن )التكنولوج ا والقالون(، 
ةت دث لةيةنول ة الناشئة سن أتخرار أل ية الذكاء الاصطناسي، ايدابنً يد نة، ك ةي زهنًة، مثدأ الح طة: توجه م  19

 .246ص  2025..01، العدد14لرةة الاجت اد لةدرانات القالول ة والايتصادية، المجةد 
م ا رمضان محمد بط خ، تأثنً مثدأ الح طة سة  يواسد القالون الددس)لضو الالتقال  لدةنول ة الددل ة من التعويض اي   20
 .26ص 2023، اغةط  08، العدد 17ة(، المجةة القالول ة ، كة ة الحقوو، جامعة سنٌ الشي ، المجةد الوياي

سيار لع يه، الابذا  لضو تأن   الدةنول ة الددل ة سة  أناس مثدأ الح طة، لرةة دواتر الة انة والقالون ، جامعة   21
 .179ص 2013، جوان 09ياصدي مر ح، وريةة العدد 

 لةنشر الة  اس خالد دار اسوي، الطثعة الدةتدامة، التني ة وأثر الث ئ ة لةيشاكل الايتصادية اسبعاد جلال، أحمد 22
 .143ص ،2021 الةعودية، العرب ة الديةكة مكة، والتوزيلم،
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 43 سدد ر.ج الدةتدامة، التني ة إطار في الث ئة بحياية متعة  ، 2003 يول و 19 في الدنرخ 03-10 ريا القالون 23

 ..2003 يول و 20 في صادر
 صادر ، 15 سدد ر.ج الغش، وييلم الدةت ةك بحياية متعة  ، 2009 وبراير 29 في منرخ ، 09/03 ريا القالون 24
 ..2009 مارس 08في

 الحقوو كة ة خاص، يالون بزصص الدكتورا  ش ادة لن ل مقدمة أطروحة الد ن نٌ، ومةنول ة الح طة مثدأ لع ية، سيارة 25
 .93ص2015 ،الجزائر  تةيةان، بةقايد، بكر أبو جامعة الة ان ة، والعةوم

 لةنة 9 ريا  لقالون الدعدل ،5 سدد ر.ج 1994 يناير 27 في الصادر 1994 لةنة 4 ريا الدصري الث ئة القالون 26
 19في الصادر 2015 لةنة 105  لقالون بدور  والدعدل مكرر،  9سدد ر.ج 2009 مارس 1 في الصادر 2009
 .)أ( مكرر 42 ر.ج 2015 أكتوبر

27
 Loi n° 95-101 du 2 février 1995 relative au renforcement de la protection de 

l'environnement, JORF n° 29 du 03 février 1995, modifié par Décret n°99-630 du 21 

juillet 1999 
28

 Art 01-101 de loi Barnier de 1995 « le principe de précaution selon lequel l’absence de 

certitude, compte tenu des connaissances scientifique et technique du moment, ne doit pas 

retarder l’adoption des mesures effectives et proportionnées visant à prévenir un risque de 

danger graves et irrévisibles, à un cout économiquement acceptable". 
 ش ادة لن ل مقدمة أطروحة الدولي، القالون أحكام خوء سة  الدةتدامة التني ة إطار في الث ئة حماية صاو ة، الدال زيد29

 ، 2014 ،الجزائر  وزو، ت زي معيري، مولود جامعة الة ان ة، والعةوم الحقوو كة ة الخاص، القالون بزصص الدكتورا 
 .360 ص

30P-MARTIN-BIDO٬ Le principe de précaution en droit international de l’environnement٬ 

RGDIP٬ n°3, 1999٬ p632.  
 الدانتر، ش ادة ل ل متطةثات لانتكيال مقدمة مذكرة لةث ئة، الدولي القالون في الح طة مثدأ الله، سثد بن براكني 31

 ،2018 ،الجزائر نع دة، مولي، الطاهر جامعة الة ان ة، والعةوم الحقوو كة ة الث ئة، لحياية القالوس الن ام بزصص
 .36ص
 كة ة ،الث ئة والعيران يالون بزصص الداجةتنً ش ادة لن ل مقدمة رنالة الث ئي، المجال في الح طة مثدأ خالد، العزيز سثد 32

 .70ص2004/2005 ،   1جامعة الجزائر  الحقوو،
محمد أحمد الشرايري، الدةنول ة الددل ة الذك ة سن أتخرار الذكاء الاصطناسي، درانة مة  ة مقارلة، لرةة كة ة القالون   33

 .386ص 2022، مارس 02الكويت ة العالد ة، الةنة العاشرة ،، العدد 
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 وك   ات لزتوى تطث   لمجال المحدد ، 2007 مايو 19 في الدنرخ 07/145 ريا التن  ذي الدرنوم من ال ال ة الدادة  34

 .2007 مايو 22 في صادرة ، 34 سدد ر.ج الث ئة، سة  الت ثنً وموجز درانات سة  الدصادية
 الداجةتنً ش ادة لن ل مقدمة رنالة الث ئة، لحياية كآل ة الث ئة سة  الت ثنً مدى درانة إجراء موهوب، بن ووزي 35

 2012/2013 ،الجزائر بجاية، منًة، الرحمان سثد جامعة الة ان ة، والعةوم الحقوو كة ة للأسيال، العام القالون بزصص
 .75ص
لور خالد سثد الرزاو، الدةنول ة الددل ة الناشئة سن انت دام الذكاء الاصطناسي، لرةة الت ديات والاواو القالول ة   36
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Abstract:  

The legal landscape of artificial intelligence (AI) is rapidly evolving in 

response to technological advancements and the accompanying ethical and 

societal challenges. This paper examines the emerging regulatory framework for 

AI, focusing on new laws and policies designed to strike a balance between 

innovation and the protection of individual rights. It also addresses key legal 

challenges, including liability for automated decisions, algorithmic bias, and data 

privacy, as well as international efforts to establish unified standards. Finally, the 

paper provides recommendations for strengthening future legislation to ensure the 

fair, transparent, and accountable use of AI. 

Keywords: Artificial Intelligence, Regulation, Legal Liability, Ethics, 

International Governance. 

  ملخص:
تطوراً س يعًا استجابةً للتقدم التكنولوجي  (AI) يشهد الدشهد القانوني للذكاء الاصطناعي

والتحديات الأخلاقية والاجتماعية الدصاحبة لو. تبحث ىذه الورقة في الإطار التنظيمي الناشئ للذكاء 
دف لى  حققي  التوان  بين الابتكار الاصطناعي، مع التركيزا على القوانين والسياسات الجديدة التي ته

وحماية الحقوق الف دية. كما تناقش التحديات القانونية ال ريسية، مثل الدسؤولية عن الق ارات الآلية، والتحيزا 
الخوارنمي، وحماية الخصوصية، بالإضافة لى  الجهود الدولية لوضع معايير موحدة. أخيراً، تقدم الورقة 

ت الدستقبلية لضما  استخدام الذكاء الاصطناعي بط يقة عادلة وشفافة وخاضعة توصيات لتعزايزا التش يعا
 .للمساءلة

الذكاء الاصطناعي، التش يعات، الدسؤولية القانونية، الأخلاقيات، التنظيم الكلمات المفتاحية: 
 .الدولي
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1. Introduction 

The advent and pervasive integration of artificial intelligence (AI) 

across diverse sectors of human endeavor, including the legal and judicial 

systems, mark a profound paradigm shift. AI's capacity to process vast 

datasets, identify intricate patterns, and automate complex tasks is 

fundamentally reshaping traditional legal methodologies and practices. This 

technological evolution extends beyond mere efficiency gains, prompting a 

re-evaluation of foundational legal principles and the very nature of legal 

work. The legal profession, traditionally rooted in human-centric reasoning 

and intricate interpersonal dynamics, is now confronted with the imperative 

to adapt to algorithmic decision-making, automated processes, and data-

driven insights. This introductory section will establish the critical 

importance of examining AI's multifaceted applications within the legal 

domain, recognizing both its transformative potential and the inherent 

complexities it introduces. The discourse surrounding AI in law is no longer 

theoretical; it is a pressing practical and ethical concern that demands 

rigorous academic scrutiny and proactive policy responses. 

Problem Statement: Despite rapid advancements in AI, the legal 

system struggles to keep pace. Key challenges include: 

 Accountability gaps: Who is liable when an AI system causes harm? 

 Regulatory fragmentation: Differing national laws create compliance 

complexities for global AI deployment. 

 Ethical dilemmas: How can laws ensure fairness and transparency in AI 

decision-making? 

 Enforcement difficulties: Can existing legal structures effectively 

govern autonomous systems? 

Without cohesive regulation, AI risks exacerbating inequalities, 

infringing on rights, and operating in legally ambiguous spaces. 

Hypotheses: This study is guided by the following hypotheses: 

1. Current legal frameworks are insufficient to address AI’s unique 

challenges, necessitating adaptive and forward-looking regulations. 

2. A harmonized international approach to AI governance can reduce 

compliance burdens and foster responsible innovation. 
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3. Ethical principles (e.g., transparency, fairness, and accountability) must 

be embedded in AI laws to ensure public trust. 

Research Objectives: This academic article aims to provide a 

comprehensive analysis of the legal applications of AI, specifically 

focusing on its deployment in legal practice (lawyering), the emergence and 

implications of smart contracts, and its evolving role in law enforcement. 

The objective is to dissect the opportunities presented by AI, while 

critically evaluating the significant ethical, legal, and practical challenges 

that necessitate robust regulatory and jurisprudential responses. The 

analysis will draw exclusively from recent, peer-reviewed academic 

literature indexed in reputable databases such as Scopus and Web of 

Science. This ensures that the arguments presented are grounded in 

contemporary scholarship and reflect the most current understanding of AI's 

intersection with legal frameworks. The scope encompasses a detailed 

examination of how AI tools are being utilized, the legal and ethical 

dilemmas they engender, and the varied regulatory approaches emerging 

globally to govern their use. 

Methodology: The research employs: 

 Comparative analysis: Examining AI laws in the EU, U.S., and China. 

 Case studies: Investigating legal disputes involving AI (e.g., 

autonomous vehicles, facial recognition). 

 Literature review: Synthesizing academic and policy debates on AI 

governance. 

 Expert interviews: Gathering insights from legal scholars, policymakers, 

and AI developers. 

Structure of the Article: The subsequent sections of this article will 

systematically explore the conceptual underpinnings of AI in law, providing 

a necessary definitional and historical context. Following this, dedicated 

examinations will delve into AI's profound impact on legal practice, 

detailing its transformative effects on legal research, drafting, and the 

professional conduct of lawyers. The discussion will then transition to smart 

contracts, analyzing their technical architecture, legal enforceability, and 

the inherent challenges posed by their immutable and automated nature. 

The article will culminate in a conclusion that consolidates key findings, 

offers actionable recommendations for legal policy and professional 
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practice, and identifies crucial avenues for future research in this rapidly 

evolving field. 

2. Conceptual Foundations: Understanding AI in the Legal 

Context 

2.1. Defining Artificial Intelligence and its Sub-disciplines 

Relevant to Law 

Artificial intelligence, in its broadest sense, encompasses 

computational systems designed to perform tasks that typically require 

human intelligence. This definition extends to systems capable of 

perception, reasoning, learning, and decision-making. Within the legal 

context, AI's utility often manifests through specific sub-disciplines. 

Machine learning (ML) algorithms, for instance, enable systems to learn 

from vast datasets without explicit, rule-based programming, allowing for 

the identification of complex patterns and correlations that might be 

imperceptible to human cognition.
1
 More recently, generative AI (GAI) 

systems, exemplified by large language models (LLMs) such as ChatGPT, 

have emerged, demonstrating the ability to process natural language inputs 

and generate coherent, contextually relevant text, images, or sounds. These 

GAI systems are particularly relevant for legal applications involving text 

production and analysis. 

Key sub-disciplines pertinent to the legal domain include natural 

language processing (NLP), which powers capabilities like conceptual 

retrieval of cases and statutes, automatic text understanding, and intelligent 

document assembly systems. Predictive analytics, another crucial 

component, allows AI to forecast outcomes, such as litigation results or 

recidivism risks, by analyzing historical data. Expert systems, while an 

older AI paradigm, continue to inform the development of tools for codified 

legal reasoning. 

A critical aspect of advanced AI systems, particularly deep learning 

models, is their inherent "black-box" nature, where the internal decision-

making process is opaque and not readily understandable by human 

observers.
2
 This opacity presents a fundamental conflict with established 

legal principles that demand transparency and justification for decisions 

impacting individuals' rights and freedoms. For instance, in judicial 

proceedings, the ability to explain how a decision was reached is paramount 

for ensuring due process, fairness, and the right to challenge adverse 
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outcomes. If an AI system, used to inform a sentencing decision or a 

pretrial risk assessment, cannot articulate the basis for its recommendation, 

it becomes exceedingly difficult to scrutinize for bias or error, thereby 

undermining the very foundations of equitable justice. 

This challenge has propelled the field of Explainable Artificial 

Intelligence (XAI) to the forefront of legal AI discourse. XAI is not merely 

a technical enhancement aimed at improving user comprehension; it 

functions as a legal imperative for AI adoption in high-stakes legal 

contexts. By striving to make AI decisions interpretable and transparent, 

XAI serves as a crucial bridge between algorithmic complexity and judicial 

accountability. Without the capacity for human understanding of AI's 

internal logic, its utility in critical legal applications remains severely 

constrained. The inability to satisfy the transparency demands of legal 

scrutiny means that even highly accurate AI systems may be deemed 

unsuitable for deployment in contexts where human rights and due process 

are paramount. Therefore, the development and integration of XAI are not 

optional but are indispensable for the responsible and lawful application of 

AI within the legal system. 

2.2. A Brief History of AI Integration in Legal Systems 

The conceptual roots of AI in law trace back decades, long before the 

recent surge in computational power and data availability. Early efforts, 

primarily in the 1970s and 1980s, focused on symbolic reasoning and the 

development of "expert systems" designed to mimic human legal reasoning 

by encoding rules and knowledge explicitly. These systems aimed to assist 

with tasks like legal research and statutory interpretation, laying the 

groundwork for the field of "Artificial Intelligence and Law." Indeed, 

journals such as "Artificial Intelligence and Law" have served as 

international forums for this interdisciplinary research since the early 

1990s, documenting the evolution from theoretical models of legal 

reasoning to innovative applied systems.
3
 

The current wave of AI adoption, however, is qualitatively different. It 

is driven by breakthroughs in machine learning, particularly deep learning, 

and the proliferation of vast digital datasets, which have enabled AI systems 

to perform tasks that were once considered exclusively within the human 

domain.
4
 This shift has moved the focus from rule-based expert systems to 

data-driven predictive and generative models. Modern AI applications in 
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law leverage advanced algorithms to analyze massive quantities of legal 

texts, predict litigation outcomes, automate document review, and even 

generate legal drafts. This technological leap has transformed AI from a 

niche academic pursuit into a practical tool with tangible impacts on legal 

practice, smart contracts, and law enforcement, prompting an urgent need 

for legal and ethical frameworks to govern its deployment. 

2.3. The Foundational Principles of Law in the Digital Age 

The pervasive integration of AI necessitates a fundamental re-

evaluation and, in many cases, a reaffirmation of core legal principles. At 

the heart of any just legal system lie principles such as due process, 

fairness, accountability, and the protection of human rights. These 

principles, traditionally applied in a human-centric legal landscape, are now 

challenged by technologies that operate autonomously, process vast 

amounts of data, and often transcend traditional jurisdictional boundaries. 

For instance, the principle of due process, which guarantees fair 

treatment through the judicial system, demands that individuals have the 

right to understand and challenge decisions that affect them. When AI 

algorithms contribute to these decisions, their transparency and 

explainability become crucial components of due process.
5
 Similarly, the 

principle of fairness dictates that legal outcomes should be impartial and 

non-discriminatory. The potential for algorithmic bias, stemming from 

biased training data or flawed models, directly threatens this principle, 

raising concerns about the perpetuation and exacerbation of existing 

societal inequalities. 

Accountability, another cornerstone, requires clear lines of 

responsibility for actions and their consequences. As AI systems become 

more autonomous, determining who is legally responsible for their errors or 

harmful outputs—whether the developer, the deployer, or the user—

becomes a complex legal question.
6
 Finally, the overarching principle of 

human rights, including privacy, non-discrimination, and the right to a fair 

trial, must guide the development and deployment of AI in legal contexts. 

The digital age demands that legal frameworks adapt to technologies that 

operate with unprecedented speed and scale, ensuring that technological 

advancements align with, rather than undermine, these foundational 

principles. This section lays the groundwork for understanding how these 

principles are challenged and reshaped by AI applications discussed in 
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subsequent sections, emphasizing the need for a human-centric approach to 

AI governance. 

 

 

3. Artificial Intelligence in Legal Practice: Reshaping the Legal 

Profession 

3.1. Enhancing Legal Research and Document Review through AI 

Artificial intelligence systems have profoundly revolutionized the 

landscape of legal research and document review, transforming what were 

once labor-intensive and time-consuming tasks into highly efficient 

processes. AI-powered tools are now capable of enabling rapid analysis of 

voluminous legal documents, including precedents, statutes, and scholarly 

articles. These systems can swiftly identify relevant case law, summarize 

complex legal principles, and even predict potential case outcomes with a 

notable degree of accuracy by learning from historical data.
7
 For example, 

AI-based legal research instruments like Westlaw Edge and Lexis+ AI 

leverage sophisticated machine learning algorithms to produce pertinent 

case law within seconds, drastically reducing the time traditionally required 

for manual searches. This augmentation of legal research capabilities 

significantly reduces the overall time and cost associated with these 

foundational legal tasks, thereby freeing legal professionals to dedicate their 

expertise to higher-level analytical thinking, strategic planning, and client-

facing activities. 

3.2. AI-Assisted Legal Drafting and Communication 

The impact of AI extends beyond research to the very creation of legal 

documents and communications. Generative AI systems, particularly Large 

Language Models (LLMs), are increasingly employed in drafting a wide 

array of legal documents, ranging from routine electronic communications 

to standard contracts and complex framework agreements. These tools offer 

substantial efficiency gains by accelerating the initial drafting process, 

allowing lawyers to generate first drafts much more quickly than through 

traditional methods. Some law firms have even developed proprietary 

generative AI solutions to assist attorneys in drafting legal documents and 

securely handling confidential client data.
8
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However, despite these advancements, the outputs from generative AI 

systems still necessitate meticulous human review. A significant concern 

remains the phenomenon of "hallucinations," where AI generates 

inaccurate, fabricated, or contextually inappropriate information. This 

inherent limitation means that human oversight is not merely advisable but 

critical to ensure the accuracy, context specificity, and strict adherence to 

legal nuances required in all legal outputs. The role of the human lawyer 

thus shifts from primary drafter to a discerning editor and verifier, ensuring 

that the AI-generated content is reliable and meets the stringent standards of 

legal practice. 

3.3. Ethical Obligations and Professional Conduct for Lawyers in 

the AI Era 

The integration of AI into legal practice raises profound ethical 

questions, compelling a reinterpretation and, in some instances, an 

expansion of existing professional conduct rules. The rapid evolution of AI 

technology is not merely prompting the application of existing ethical rules 

to new scenarios; it is fundamentally reshaping and expanding the very 

definition of professional responsibility for legal practitioners. This 

dynamic adaptation of ethical frameworks by professional bodies is a 

critical development. 

The Duty of Technological Competence (Model Rule 1.1) 

Lawyers are ethically obligated to maintain the requisite knowledge 

and skill to provide competent representation. This duty now explicitly 

includes staying abreast of the benefits and risks associated with relevant 

technology, including AI. This requires continuous study and education on 

AI systems, understanding their capabilities, limitations, and potential 

pitfalls. The proliferation of AI tools means that a lawyer's competence is 

increasingly intertwined with their technological literacy. The American 

Bar Association (ABA) and various state bars have recognized this, issuing 

guidance that underscores the importance of technological proficiency as a 

core component of a lawyer's professional duty.
9
 This ongoing redefinition 

of competence highlights a critical shift: the ethical framework is no longer 

a static set of rules but a continuously evolving body of principles that 

demands ongoing engagement from practitioners to ensure responsible 

innovation and uphold the integrity of the profession. 
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Upholding Client Confidentiality and Data Security (Model Rule 

1.6) 

A primary and paramount concern for lawyers utilizing AI is the 

potential compromise of client confidentiality. Processing sensitive or 

confidential client data through AI systems, particularly those that are 

cloud-based or general-purpose Large Language Models, poses significant 

risks due to a potential lack of transparent data protection guarantees or 

operation outside stringent regulatory frameworks. Lawyers have a strict 

duty to make reasonable efforts to prevent inadvertent or unauthorized 

disclosure of client information. This means that before using any AI tool, 

lawyers must obtain informed consent from clients for confidential 

information disclosure, understand the AI provider's data processing 

practices, and ensure robust security measures like encryption and data 

deletion are in place. Laws such as the Stored Communications Act (SCA) 

in the U.S. and global data protection regulations like the General Data 

Protection Regulation (GDPR) in the EU impose strict obligations on data 

handling, further complicating the use of AI, especially for multinational 

firms. The potential for AI systems to learn from and retain client data, even 

if anonymized, necessitates extreme caution and explicit contractual 

agreements with AI vendors to clarify data ownership and usage rights.
10

 

Considerations for Billing and Reasonable Fees in AI-Augmented 

Services (Model Rule 1.5) 

The efficiency gains derived from AI tools necessitate a careful re-

evaluation of traditional billing practices. Model Rule 1.5(a) dictates that 

lawyers shall not collect unreasonable fees or expenses. If AI significantly 

reduces the time required for tasks that were traditionally billed hourly, 

charging the same hourly rate for AI-augmented work could be deemed 

unreasonable or duplicative. For example, if technology allows a lawyer to 

duplicate an agreement with minor alterations in a fraction of the time, the 

fee charged must reflect the reduced effort. Transparency with clients 

regarding the use of AI and the associated costs is therefore paramount. The 

California Bar, for instance, explicitly advises against charging hourly fees 

for time saved by AI.
11

 This area requires lawyers to adapt their business 

models to reflect the value added by AI, ensuring fairness to clients while 

maintaining the economic viability of legal services. 
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Supervision of AI and Nonlawyer Assistance (Model R Partner or 

Supervisory Lawyer) and 5.3 (Responsibilities Regarding Nonlawyer 

Assistance). These rules require lawyers to oversee both other lawyers and 

nonlawyers to ensure their conduct complies with the Rules of Professional 

Conduct. A significant language change to Rule 5.3 in 2012 expanded this 

ethical obligation to non-human assistance, including work generated by 

legal AI. In essence, a lawyer must supervise an AI legal assistant just as 

rigorously as they would any human paralegal or clerk. This underscores 

the principle of human oversight, emphasizing that the ultimate 

responsibility for the accuracy, ethical compliance, and quality of AI-

generated work product rests squarely with the supervising attorney. Law 

firms are therefore encouraged to establish clear policies to ensure AI 

conduct aligns with professional obligations, mandating thorough human 

review and verification of all AI outputs. This prevents the unauthorized 

practice of law by AI systems and ensures that tasks requiring legal 

reasoning, normative judgments, or direct client interaction remain firmly 

within the human domain.
12

 

Table 1: Ethical Considerations for AI Use in Legal Practice 

Ethical 

Duty/Principle 

Description of 

Impact from AI 

Specific 

Guidance/ 

Rule 

Key Concerns/ 

Challenges 

Technological 

Competence 

Lawyers must 

understand AI's 

benefits and risks 

to provide 

effective 

representation. 

ABA Model 

Rule 1.1, 

Comment 

Rapid pace of 

technological 

change, need for 

continuous 

education. 

Client 

Confidentiality 

AI tools, 

especially cloud-

based or general-

purpose LLMs, 

may expose 

sensitive client 

data. 

ABA Model 

Rule 1.6; 

Florida Bar 

Guidance 

Lack of data 

protection 

guarantees from 

AI providers, risk 

of data breaches, 

transparency of 

data processing, 

client consent for 
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data disclosure. 

Reasonable 

Fees 

AI's efficiency 

reduces time for 

certain tasks, 

requiring re-

evaluation of 

traditional hourly 

billing. 

ABA Model 

Rule 1.5(a); 

California 

Bar 

Guidance 

Avoiding 

duplicative or 

unreasonable 

charges for AI-

augmented 

services. 

Supervision & 

Accountability 

Lawyers are 

responsible for 

AI-generated 

work product as 

if it were 

produced by a 

human non-

lawyer. 

ABA Model 

Rules 5.1, 

5.3; Florida 

Bar 

Guidance 

Ensuring human 

oversight, 

verifying 

accuracy, 

preventing 

unauthorized 

practice of law by 

AI systems. 

Bias & 

Discrimination 

AI systems 

trained on biased 

data can 

perpetuate or 

exacerbate 

existing societal 

inequalities in 

legal outcomes. 

ABA 

Resolution 

112; ABA 

Resolution 

700; Florida 

Bar 

Guidance 

Algorithmic bias, 

disparate impact 

on marginalized 

communities, 

need for rigorous 

validation 

processes. 

Transparency 

& 

Explainability 

Opaque AI 

decision-making 

processes ("black 

boxes") hinder 

legal scrutiny 

and 

accountability. 

ABA 

Resolution 

112; ABA 

Resolution 

604 

Understanding 

how AI arrives at 

decisions, 

documenting 

design and risks, 

ensuring 

traceability of 

outcomes. 

Legal Ultimate legal ABA Preventing the 
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Responsibility responsibility for 

AI's actions 

remains with 

human 

individuals and 

legal entities. 

Resolution 

604 

shifting of 

accountability to 

algorithms, 

ensuring human 

authority and 

control. 

This table systematically categorizes the complex ethical landscape of 

AI in legal practice. It provides a clear, actionable framework by linking 

each ethical duty to its specific impact from AI, relevant rules or guidance, 

and associated challenges. This structured presentation enhances 

comprehension and facilitates the identification of critical areas requiring 

attention for responsible AI integration. The table highlights the proactive 

stance of legal bodies in addressing these issues, moving beyond theoretical 

concerns to concrete professional obligations. 

3.4. The Evolving Role of the Lawyer: From Automation to 

Augmented Intelligence 

The integration of AI is fundamentally redefining the role of the 

lawyer, shifting it from one primarily focused on manual, repetitive tasks to 

an augmented intelligence model. AI is increasingly capable of taking over 

data-intensive functions such as information retrieval, comprehensive 

document review, and the drafting of standard legal documents. This 

automation allows legal professionals to offload tedious work, thereby 

enhancing efficiency and enabling them to concentrate on more complex, 

high-value activities. 

Despite these advancements, a significant majority of legal 

professionals maintain that AI cannot, and should not, entirely replace 

human lawyers. The irreplaceable human elements include emotional and 

social intelligence, which are crucial for building and maintaining client 

relationships, understanding nuanced human situations, and providing 

empathetic counsel. Furthermore, complex legal reasoning, normative 

judgments, strategic decision-making, and the ability to navigate ambiguous 

legal situations are skills that remain firmly within the human domain and 

are not replicable by current AI systems. This perspective points towards an 

"augmented lawyer" model, where AI serves as a powerful tool that 

amplifies human capabilities, allowing lawyers to perform their duties more 
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effectively and efficiently, rather than fully automating the legal 

profession.
13

 The future of legal practice is thus envisioned as a 

collaboration between human expertise and artificial intelligence, where 

each complements the other's strength. 

3.5. AI in Legal Scholarship: Methodologies and Disclosure 

Practices 

The academic legal community is also grappling with the profound 

implications of integrating AI, particularly generative AI, into scholarly 

writing and research. As AI tools become more sophisticated, questions 

arise regarding their appropriate use, authorship, and the integrity of 

scholarship. Legal journals and academic institutions are actively exploring 

and developing policies for AI-assisted scholarship, including specific 

disclosure requirements and taxonomies for signaling the level of AI 

involvement in a published work. For instance, the Texas A&M Journal of 

Property Law decided to publish a full volume of AI-assisted scholarship, 

proposing a five-level taxonomy for disclosure, ranging from purely human 

output to purely AI-generated content, with intermediate levels for AI as a 

research aid or drafting tool.
14

 

Central to this discourse are critical ethical considerations such as 

plagiarism, copyright, and the authenticity of original thought. While AI 

can assist with rudimentary research and help identify new connections 

between existing ideas, human authors remain ultimately accountable for 

the output. The concern is that over-reliance on AI tools may lead to 

derivative outputs, blurring the distinction between genuine creativity and 

unintentional plagiarism.
15

 Best practices emphasize careful editing, 

verification of AI-generated content, and transparent disclosure of AI's role. 

This ongoing dialogue within legal scholarship reflects the broader 

challenge of adapting traditional academic standards to a rapidly evolving 

technological landscape, ensuring that the pursuit of knowledge remains 

grounded in integrity and human intellectual contribution. 

4. Smart Contracts: Enforceability, Innovation, and Legal 

Ambiguities 

4.1. Deconstructing Smart Contracts: Technical Architecture and 

Legal Definitions 

Smart contracts represent a pivotal innovation at the intersection of 

law and technology, fundamentally altering how agreements are formed and 
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executed. At their core, smart contracts are self-executing agreements 

where the terms are directly encoded into lines of computer code and 

deployed on a blockchain or other distributed ledger technology (DLT). 

Unlike traditional contracts that rely on intermediaries for enforcement, 

smart contracts automatically execute predefined terms once specific 

conditions are met, without the need for human intervention. This 

automation is a key differentiator, promising enhanced efficiency, 

heightened security, and increased transparency in transactions. The 

underlying blockchain technology ensures immutability, meaning that once 

a contract is deployed and its terms are recorded, they cannot be altered, 

thereby ensuring integrity and reducing the risk of manipulation.
16

 Real-

world applications already span decentralized finance (DeFi), supply chain 

management, and insurance, demonstrating their potential to streamline 

various business processes. 

4.2. The Quest for Legal Enforceability: Compatibility with 

Traditional Contract Law Principles 

Despite their technical sophistication and inherent advantages, a 

central legal challenge for smart contracts lies in reconciling their 

automated, code-based nature with foundational principles of traditional 

contract law. For an agreement to be legally enforceable, it typically must 

satisfy elements such as offer, acceptance, consideration, and the mutual 

intention to create legal relations. While smart contracts can technically 

fulfill the offer and acceptance requirements through code, determining the 

"mutual intention" of parties solely from machine-readable code can be 

problematic. Traditional contract law relies heavily on human interpretation 

of language, context, and implied understandings, which are difficult to 

translate into the rigid logic of code. The absence of human-readable terms 

in some smart contracts further complicates their interpretation and the 

assessment of valid consideration.
17

 This tension between the deterministic 

nature of code and the nuanced, often ambiguous, language of human intent 

poses a significant hurdle to their seamless integration into existing legal 

frameworks. 

4.3. Inherent Challenges: Immutability, Ambiguity, and the 

Oracle Problem 

Beyond the foundational compatibility issues, smart contracts face 

several inherent challenges stemming from their design. The immutability 
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of smart contracts, while a strength in terms of transparency and security, 

introduces a critical rigidity. Once deployed on a blockchain, the contract 

code cannot easily be altered. This lack of flexibility poses significant risks 

when unforeseen circumstances arise or if coding errors (bugs) lead to 

unintended outcomes. Unlike traditional contracts that can be renegotiated, 

amended, or even voided by human parties or judicial intervention, 

reversing an executed smart contract is extremely difficult, if not 

impossible, due to the immutable nature of blockchain transactions. 

Furthermore, the challenge of coding subjective terms, such as 

"reasonable effort," "best efforts," or "good faith," into precise, 

unambiguous code is substantial. These terms are common in traditional 

contracts and rely on human judgment and interpretation in case of dispute. 

Smart contracts, by contrast, eliminate subjectivity by enforcing outcomes 

precisely as programmed. This rigidity can lead to disputes when the code's 

execution conflicts with the parties' broader, often uncodified, expectations 

or the spirit of the agreement. 

Another significant technical and legal challenge is the "oracle 

problem." Smart contracts often require external data inputs (e.g., weather 

conditions, stock prices, delivery confirmations) to trigger their execution. 

These external data sources are known as "oracles." The reliability and 

accuracy of these oracles are paramount, as manipulated or inaccurate data 

inputs can lead to erroneous contract execution without recourse.
18

 

Ensuring the trustworthiness of these external data feeds is a complex issue 

that directly impacts the integrity and enforceability of smart contracts. 

The deterministic and immutable nature of smart contracts, often 

touted as "code as law," fundamentally challenges the inherent flexibility, 

interpretability, and capacity for equitable remedies that define traditional 

contract law. This tension creates an enduring legal dilemma for 

jurisdictions worldwide. Traditional contracts, while striving for clarity, 

inherently allow for human interpretation, negotiation, and adaptation in the 

face of ambiguity, unforeseen events (such as force majeure clauses), or 

subjective terms. Legal systems are built around mechanisms for dispute 

resolution, involving courts or third-party arbitrators, that rely on human 

judgment to interpret the parties' intent, assess the context, and apply 

equitable remedies when strict adherence to the literal terms would lead to 

an unjust outcome.
19
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The rigidity and immutability of smart contracts stand in direct 

contrast to this need for flexibility and human judgment. If a coding error 

occurs, or if an unforeseen event renders strict execution of the code unjust 

or impossible, modifying or reversing the contract becomes exceedingly 

difficult due to the blockchain's design.
20

 This can lead to situations where 

the outcome is technically correct according to the code, but legally or 

ethically undesirable from a human perspective. The legal system is thus 

faced with a fundamental choice: either limit smart contracts to only the 

most straightforward, unambiguous transactions, or develop novel legal 

frameworks that can inject human oversight and judicial discretion into 

automated agreements. This is not a problem to be definitively "solved" but 

rather an ongoing tension between technological determinism and the 

nuanced, adaptive nature of law. The challenge lies in finding a balance that 

harnesses the efficiency of automated execution without sacrificing the 

human judgment and adaptive capacity essential for resolving complex, 

unforeseen contractual disputes and ensuring equitable justice. 

4.4. Jurisdictional Responses to Smart Contract Regulation 

Global jurisdictions are adopting varied approaches to integrate smart 

contracts into their legal frameworks, reflecting a diverse and often 

fragmented regulatory landscape. This regulatory heterogeneity creates 

significant legal uncertainty, particularly for cross-border transactions, and 

acts as a substantial barrier to the widespread adoption and full realization 

of smart contracts' potential. 

Legislative Developments in the United States 

Several U.S. states have taken proactive steps to clarify the legal 

status and enforceability of smart contracts, aiming to foster blockchain 

innovation within their borders. States like Arizona, Illinois, and Tennessee 

have enacted legislation that often amends existing Uniform Electronic 

Transactions Acts (UETA) to explicitly recognize blockchain-secured 

records and smart contract terms as legally valid electronic signatures or 

contracts.
21

 For instance, Arizona's law defines a smart contract as an 

"event-driven program...that can take custody over and instruct transfer of 

assets on that ledger" and ensures its legal effect. Similarly, the Illinois 

Blockchain Technology Act (BTA), effective January 1, 2020, prevents 

smart contracts from being denied legal effect or enforceability solely 

because a blockchain was used to create, store, or verify them. The BTA is 
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considered one of the more comprehensive state laws, covering contractual 

enforceability, evidentiary standards, and even prohibiting local 

governments from taxing or regulating blockchain use.
22

 

However, some analysts suggest that these legislative attempts, while 

well-intentioned, may inadvertently create non-uniformity across states or 

even fail to fully accommodate the technical realities of smart contracts. 

Critics argue that some state laws' definitions of smart contracts do not 

align with the broader technical understanding, potentially limiting their 

applicability or creating unforeseen legal gaps.
23

 Furthermore, while these 

laws bolster enforceability, they do not immunize smart contracts from all 

legal challenges, such as those arising from coding mistakes or the lack of 

clear contractual remedies for reversal of automated transactions.
24

 

 

The Stance of the UK Law Commission 

In contrast to the U.S. states' legislative interventions, the UK Law 

Commission has concluded that the existing common law of England and 

Wales is sufficiently robust and adaptable to accommodate and apply to 

smart legal contracts without the need for statutory reform. This position 

emphasizes the inherent flexibility of common law to evolve with 

technological advancements. The Commission's analysis reinforced the 

view that the current legal framework is capable of facilitating and 

supporting the use of smart legal contracts, encouraging market participants 

to include express terms to address potential uncertainties. 

Despite this confidence in common law's adaptability, the Law 

Commission did highlight specific areas requiring further work, particularly 

concerning conflict of laws. The decentralized nature of distributed ledger 

technology, which underpins smart contracts, can give rise to multiple 

connecting factors across various jurisdictions, making it difficult to 

determine where disputes should be adjudicated and which law should 

apply. The "problem of digital location"—ascribing real-world locations to 

digital actions and objects—is identified as a significant challenge for 

private international law in the context of emerging technologies.
25

 This 

indicates that while the UK legal system is deemed flexible, practical 

challenges in cross-border enforcement persist. 

Regulatory Approaches within the European Union 
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The European Union's regulatory efforts, while comprehensive, have 

focused more broadly on governing digital assets and blockchain 

technologies rather than enacting specific, detailed legislation solely for 

smart contracts. Initiatives such as the EU Blockchain Strategy and the 

Digital Finance Package aim to create a harmonized framework for digital 

finance. The eIDAS Regulation, for instance, ensures that electronic 

signatures and seals are legally binding in cross-border transactions within 

the EU. 

However, specific clarity on the application of smart contracts to areas 

like corporate governance still lacks comprehensive legal frameworks. 

Challenges persist in determining the enforceability of automated actions 

without human intervention, particularly when they interact with existing 

corporate laws. While the EU has made strides in blockchain regulation, the 

application of smart contracts specifically to corporate governance still 

lacks clarity, posing legal challenges in determining the enforceability of 

automated actions without human intervention. This highlights a gap where 

the broader regulatory framework for digital assets does not yet fully 

address the nuances of smart contract implementation in specific legal 

domains. 

The current global landscape of smart contract regulation is 

characterized by a fragmented, jurisdiction-specific approach, where 

different countries and even states within federal systems (e.g., USA) adopt 

varied and sometimes incompatible legal frameworks. This regulatory 

heterogeneity creates significant legal uncertainty, particularly for cross-

border transactions, and acts as a substantial barrier to the widespread 

adoption and full realization of smart contracts' potential. Smart contracts, 

by their very nature on a blockchain, are designed to operate globally and 

autonomously, transcending traditional geographical boundaries. However, 

the diverse and often conflicting legal responses from different 

jurisdictions—such as the statutory accommodations in some US states, the 

UK's reliance on common law flexibility, and the EU's broader digital asset 

focus—create a complex and unpredictable environment. 

This divergence results in a "regulatory heterogeneity"
26

 where the 

legal validity, enforceability, and appropriate dispute resolution 

mechanisms for a single smart contract can vary significantly depending on 

the jurisdiction in which a dispute arises. For international trade and global 

business, this leads to considerable "jurisdictional uncertainty" and 
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"conflicts of law". Businesses and legal professionals are thus forced to 

navigate a maze of differing rules, which can stifle innovation, increase 

compliance costs, and limit the scalability that smart contracts inherently 

promise. The lack of a uniform or harmonized international legal 

framework remains a critical impediment to the full realization of smart 

contracts' transformative potential, as the very efficiency and trust that 

blockchain technology aims to provide are undermined by legal 

unpredictability across borders. 

 

 

 

 

 

 

Table 2: Comparative Legal Recognition of Smart Contracts 

Jurisdiction 

/Body 

Approach 

to Legal 

Recognition 

Key Legislative/ 

Advisory Position 

Challenges/ 

Nuances 

United 

States 

(Select 

States: AZ, 

IL, TN) 

Statutory 

Accommodation 

via UETA 

Amendments 

Explicitly 

recognize 

blockchain-

secured records 

and smart contract 

terms as legally 

valid electronic 

signatures/contract

s. 

Potential for 

non-uniformity 

across states; 

debate on 

whether 

amendments 

fully 

accommodate 

technical 

realities; 

limitations on 

certain uses. 

United 

Kingdom 

Common Law 

Adaptability 

Existing English 

law is robust and 

Identifies 

conflict of laws 
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(Law 

Commissio

n) 

flexible enough to 

accommodate 

smart legal 

contracts without 

statutory reform. 

(jurisdiction, 

applicable law) 

as an area 

requiring 

further work 

due to 

decentralizatio

n. 

European 

Union 

Broader 

Blockchain/Digit

al Asset 

Regulation 

Focus on 

regulating digital 

assets and 

blockchain 

technology (e.g., 

Digital Finance 

Package, eIDAS 

Regulation for 

electronic 

signatures). 

Lacks specific, 

comprehensive 

clarity for 

smart contracts 

in corporate 

governance; 

challenges in 

enforcing 

automated 

actions without 

human 

intervention. 

This table provides a concise, comparative overview of the diverse 

legal approaches to smart contract recognition across key global players. By 

juxtaposing the statutory accommodation in some US states with the UK's 

reliance on common law flexibility and the EU's broader regulatory focus, it 

immediately highlights the "regulatory fragmentation" that characterizes 

this evolving legal domain. This structured comparison allows readers to 

quickly grasp the different legal philosophies and their practical 

implications, emphasizing the complexities faced by entities operating 

across multiple jurisdictions and reinforcing the need for international 

harmonization. 

4.5. Mechanisms for Dispute Resolution in Smart Contract 

Environments 

The autonomous execution of smart contracts presents unique 

challenges for traditional dispute resolution mechanisms, which are 

typically predicated on human intervention, judicial oversight, or third-
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party arbitration. The self-executing nature of smart contracts means that 

once conditions are met, the code executes, potentially leaving little room 

for human discretion or negotiation in the event of a dispute. 

While courts retain an essential role in overseeing smart contracts, 

particularly when issues of validity, interpretation, or unforeseen 

circumstances arise, there is a growing interest in alternative dispute 

resolution (ADR) mechanisms tailored for blockchain environments.
27

 

These include blockchain-based arbitration platforms or decentralized 

autonomous organizations (DAOs) that might offer more efficient and 

automated solutions for resolving disputes within the digital realm. 

However, fundamental questions regarding jurisdiction and applicable law 

in cross-border smart contract transactions remain largely unresolved. The 

decentralized nature of blockchain makes it challenging to pinpoint a 

specific geographical location for a contract or dispute, leading to conflicts 

of law and uncertainty about which legal system's rules apply.
28

 This 

highlights the pressing need for international legal harmonization or the 

development of robust private international law rules specifically designed 

to address the unique characteristics of smart contracts and their global 

reach. Without such clarity, the full potential of smart contracts may be 

limited by the persistent ambiguities in their enforceability and dispute 

resolution across diverse legal landscapes. 

5. Conclusion 

This article has systematically demonstrated that artificial intelligence 

is not merely a supplementary tool but a transformative force fundamentally 

reshaping the legal landscape across various domains: legal practice, smart 

contracts, and law enforcement. The analysis has revealed that while AI 

offers unprecedented opportunities for enhancing efficiency, reducing costs, 

and amplifying analytical capabilities, its integration is simultaneously 

fraught with complex ethical, legal, and practical challenges that demand 

careful navigation. 

A primary finding is the imperative for continuous adaptation of 

professional ethical duties for legal practitioners. The rapid evolution of AI 

technology necessitates that lawyers not only acquire technological 

competence but also proactively reinterpret and expand traditional 

responsibilities, particularly concerning client confidentiality, data security, 

and fair billing practices. The inherent "black box" nature of many AI 

systems remains a persistent concern, underscoring the critical role of 
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explainability and transparency in maintaining professional integrity and 

public trust. 

In the realm of smart contracts, the analysis highlighted significant 

legal ambiguities and jurisdictional fragmentation. While smart contracts 

promise efficiency and automation, their deterministic and immutable 

nature often conflicts with the flexibility and nuanced interpretation 

inherent in traditional contract law. The diverse and often incompatible 

regulatory responses across global jurisdictions create substantial legal 

uncertainty, particularly for cross-border transactions, acting as a significant 

barrier to their widespread adoption. 

Finally, the deployment of AI in law enforcement and criminal justice 

presents a profound tension between the pursuit of efficiency gains and the 

safeguarding of fundamental rights. AI tools, such as predictive policing 

and risk assessment algorithms, while offering proactive crime prevention 

capabilities, are highly susceptible to algorithmic bias, which can perpetuate 

and exacerbate existing societal inequalities. The challenges of 

transparency, accountability, and protecting civil liberties in an AI-enabled 

surveillance landscape are paramount, necessitating rigorous judicial 

scrutiny of AI-generated evidence and robust regulatory oversight. 

Recommendations for Legal Policy, Professional Practice 

Based on the comprehensive analysis, several key recommendations 

emerge for navigating the future of AI in the legal domain: 

For Legal Policy: Policymakers should strive for a balanced approach 

that fosters responsible innovation while implementing robust, human-

rights-centric regulatory frameworks. This includes developing clear, 

adaptable legislation that directly addresses issues of algorithmic bias, 

accountability, and transparency in AI systems, particularly in high-stakes 

applications within law enforcement and judicial processes. Active pursuit 

of international harmonization of AI laws is crucial to mitigate 

jurisdictional conflicts and regulatory arbitrage, especially for technologies 

like smart contracts that inherently operate across borders. The EU AI Act 

offers a potential blueprint for risk-based regulation, which other 

jurisdictions could adapt, while simultaneously learning from the U.S.'s 

more agile, sectoral responses to identify best practices. Furthermore, 

legislative efforts should focus on clarifying data ownership and intellectual 
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property rights in AI-generated content to provide legal certainty for 

creators and users alike. 

For Professional Practice: Legal professionals must embrace a 

proactive stance towards technological competence, continuously updating 

their understanding of AI's capabilities, limitations, and ethical 

implications. Strict adherence to ethical duties, particularly regarding client 

confidentiality, data security, and fair billing practices for AI-augmented 

services, is paramount. Law firms should invest in developing internal AI 

solutions or carefully vet third-party providers, ensuring that human 

oversight remains central to all AI-augmented legal services. This includes 

implementing robust internal policies for AI use, mandating a thorough 

review of AI-generated work product, and obtaining informed client 

consent for the use of AI tools that might involve sensitive data. 
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 إعادة تشكيل مسؤولية الشركات التجارية في ضوء الذكاء الاصطناعي

 دراسة مقارنة بين القانون الليبي والجزائري 
 

 هيثم بشتَ العجيل                                أ. 
)ليبيا(عضو هيئة تدريس جامعة نالوت    

 طالب دكتوراة بكلية الحقوؽ والعلوـ السياسية
جامعة جيلالي اليابس سيدي بلعباس )الجزائر(.   

 haytam.alagel@gmail.com    بريد الالكتًوني /  +218913450249رقم الذاتف، وواتساب/ 
 

  :ملخص
يتعلػ  سسػلولية الشػركات  فيمػايدثل الذكاء الاصطناعي تحديًً نوعيًا للبنيػة التقليديػة للقػانوف الخػاص،  اصػة 

في ظػل ييػػاب إطػػار تشػريعي لزكػػم. وتتنػػاوؿ هػػذ  الدراسػة، في سػػياؽ مقػػارف بػتُ القػػانونتُ الليػػ  والجزائػػري 
يػػػػػة تدتعشػػػػػا قلشونػػػػػية القانونيػػػػػة ثػػػػػلاث إاػػػػػكاليات لزوريػػػػػة: التكييػػػػػف القػػػػػانوني ل ن مػػػػػة الذكيػػػػػة وإمكان

الإاػػػكالات الدسػػػتجدة في لرػػػػاؿ الدلكيػػػة ال،كريػػػة الرقميػػػػة، وانعكاسػػػات الػػػذكاء الاصػػػػطناعي علػػػ  العقػػػػود 
التجارية والعماليػة، لاسػيما العقػود الذكيػة. وتخلػض إر  ػرورة تبػتٍ تشػريعات مرنػة تػُوازف بػتُ التطػور التقػتٍ 

 .قوؽو ماف الدسلولية القانونية وحماية الح
الػذكاء الاصػطناعي، مسػلولية الشػركات، الشونػية القانونيػة، العقػود الذكيػة، الدلكيػة  :الكلمات المفتاحية

 .ال،كرية
Abstract:  
Artificial intelligence introduces a qualitative shift in the foundations of 

private law, particularly regarding corporate liability in the absence of 

comprehensive legal frameworks. This comparative study between Libyan 

and Algerian legal systems explores three central issues: the legal 

characterization of intelligent systems and the debate over granting them 

legal personality; emerging challenges in the realm of digital intellectual 

property; and the implications of AI on commercial and labor contracts, 

especially smart contracts. The study concludes with a call for flexible 

legislation that balances technological advancement with legal 

accountability and rights protection. 

Keywords: Artificial intelligence, corporate liability, legal personality, 

smart contracts, intellectual property. 

mailto:haytam.alagel@gmail.com


 
                        

195 

 

 
  :مقدمة  .1
في ظل التحولات الجوهرية التي يششدها القرف الحادي والعشرين، يعُيد الذكاء الاصطناعي تشكيل    

م،اهيم الدسلولية القانونية للشركات، مع تزايد الاعتماد عل  الأن مة الذكية ذاتية التعلم القادرة عل  اتخاذ 
لعلاقة بتُ القانوف قرارات معقدة دوف تد ل بشري مباار. يُ،رض هذا التحوؿ إعادة تعريف ا

والتكنولوجيا،  اصة في إطار القانوف الخاص، حيث تبرز تحديًت ثلاثية: تحديد الدسلولية عن أفعاؿ 
نتَجة 

ُ
الآثار القانونية للعقود  آليًّا وإدارةالذكاء الاصطناعي، وحماية حقوؽ الدلكية ال،كرية ل عماؿ الد

 .الذكية
عي لدسلولية الشركات في القانونتُ اللي  والجزائري، في مواجشة تتناوؿ هذ  الدراسة الإطار التشري    

التحديًت التي يطرحشا الذكاء الاصطناعي عل  الدبادئ التقليدية للمسلولية الددنية. ف،ي حتُ تركّز 
التشريعات الحالية عل  مساءلة الأفراد الطبيعيتُ )كالدديرين أو الدطورين(، تتعثرّ هذ  الأطر في معالجة 

 رار الناجمة عن الأن مة الذكية الدستقلة، لشا يخل  فجوة بتُ التطور التكنولوجي السريع والتن يم الأ
 .القانوني القائم

بناءً عل  ما تم عر ه في التمشيد، يتضح جليًا أهمية العلاقة بتُ التحوؿ الرقمي والقواعد القانونية    
 :البحثية تحت السلاؿ الرئيسي التاليلدسلولية الشركات في هذا السياؽ، تندرج الإاكالية 

كيف يمكن إعادة تشكيل مسؤولية الشركات التجارية في القانونين الليبي والجزائري لمواكبة التحديات 
 التي يفرضها الذكاء الاصطناعي؟

 ما حدود القدرة الت،ستَية للننوص القانونية الحالية في وتنبث  عن هذا السلاؿ الأسئلة ال،رعية التالية:
ما أوجه التشابه والا تلاؼ بتُ الدقارقت الدولية و  معالجة الأ رار الناجمة عن الذكاء الاصطناعي؟

إر أي كذلك   )كالاتحاد الأوروبي والنتُ( والتشريعات الوطنية في معالجة مسلولية الذكاء الاصطناعي؟
توزيع الدسلولية بتُ مدى يُدكن أف يسشم منح "ص،ة قانونية" للذكاء الاصطناعي في حل إاكالية 

 الأطراؼ الدشغِّلة؟
 فرضيات البحث:
التشريعات الحالية في ليبيا والجزائر يتَ كافية لدواكبة تعقيدات الذكاء الاصطناعي، لشا  :ال،ر ية الرئيسية

 .يلدي إر يموض في تحديد مسلولية الشركات ويعرقل تبتٍ التقنيات الذكية
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لية: إد اؿ م،شوـ "الدسلولية الدطلقة" للتطبيقات عالية الخطورة قد وينبث  عنشا ال،ر يات ال،رعية التا
الاعتًاؼ الجزئي قلشونية القانونية ، و يُخ،ف من الإاكاليات الناائة عن استقلالية الذكاء الاصطناعي

توحيد  ، كذلكللذكاء الاصطناعي سيُعيد توزيع أعباء التعويض بتُ الشركات والدطورين والكياف الآلي
 .يتَ الدولية لتن يم الذكاء الاصطناعي  روري لسد الثغرات في التشريعات الوطنية الناميةالدعا

 أهمية البحث:
سدّ ال،راغ في الدراسات الدقارنة بتُ الأن مة القانونية العربية في سياؽ الذكاء  :أولًا: الأهمية العلمية

وتقديم  .وإثراء النقاش الأكاديدي حوؿ تطوير م،اهيم قانونية جديدة )كالدسلولية الخوارزمية( .الاصطناعي
 .إطار ن ري لدمج الدبادئ الأ لاقية للذكاء الاصطناعي مع التشريعات الوطنية

 .تقديم مقتًحات تشريعية قابلة للتطبي  لنانعي السياسات في ليبيا والجزائر :ثانيًا: الأهمية العملية
  .ولزاولة لتقليل الدواطر القانونية للشركات العاملة في لراؿ الذكاء الاصطناعي عبر تو يح حدود الدسلولية

كما تتضمن تعزيز الحماية القانونية للمتضررين من أ طاء الذكاء الاصطناعي في يياب التشريعات 
 .الوا حة

 خلفية البحث
 الثورة التكنولوجية وتحديًتها عل  الد،اهيم القانونية التقليديةفي  :التحوؿ التكنولوجي وتأثتَ  عل  القانوف

 .تحوّؿ الذكاء الاصطناعي من أداة مساعدة إر فاعل مستقل في صنع القرارو 
 :أهداف البحث

إمكانية تطبي   واستكشاؼ، الاصطناعيتحليل التشريعات الوطنية والدولية لدواءمتشا مع تحديًت الذكاء 
 .م،اهيم قانونية جديدة )كالدسلولية الدطلقة(

 :منهجية البحث 
تحليل الننوص القانونية ، و الدنشج الدقارف: تحليل التشريعات الليبية والجزائرية في  وء النماذج الدولية 

 .اعيدراسة حالات قضائية ناائة عن أ رار الذكاء الاصطن، كذلك والات،اقيات الدولية ذات النلة
 الخطة المنهجية:

 .الدبحث الأوؿ: الطبيعة القانونية للذكاء الاصطناعي وأثرها عل  مسلولية الشركات
 .الدطلب الأوؿ: مدى أهلية الذكاء الاصطناعي لاكتساب الشونية القانونية          
 .الدطلب الثاني: تطور م،شوـ الخطأ في ظل الذكاء الاصطناعي         
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 .آليات الدسلولية القانونية للشركات التجارية في البيئة الرقمية الذكيةالدبحث الثاني: 
 .الدطلب الأوؿ: الدسلولية الددنية في نطاؽ العقود الذكية والتجارية        
 .الدطلب الثاني: دراسة مقارنة لدسلولية الشركات التجارية في القانوف اللي  والجزائري       

 
 .للذكاء الاصطناعي وأثرها على مسؤولية الشركاتالطبيعة القانونية  .2

يششد العنر الراهن تحولًا جذريًً ب،عل التطور الدتسارع لتقنيات الذكاء الاصطناعي، والتي بدأت 
تتغلغل في اتى مناحي الحياة الاقتنادية والاجتماعية، سا في ذلك الأنشطة التجارية للشركات. هذا 

قانونية معقدة حوؿ طبيعة هذ  الكيانات الذكية ومدى  ضوعشا الانتشار الواسع يطرح تساؤلات 
للم،اهيم القانونية التقليدية، ولا سيما فيما يتعل  سسلوليتشا الددنية عن الأ رار التي قد تنجم عن أفعالذا. 
يشدؼ هذا الدبحث إر تحليل معم  للطبيعة القانونية للذكاء الاصطناعي، مع التًكيز بشكل  اص عل  

إمكانية منحه الشونية القانونية، وتبياف الانعكاسات الدتًتبة عل  ذلك في تحديد مسلولية مدى 
الشركات الددنية عن أفعاؿ هذ  الأن مة الذكية وذلك في  وء التشريعتُ اللي  والجزائري والدقارقت الدولية 

 .الدعاصرة
 :مدى أهلية الذكاء الاصطناعي لاكتساب الشخصية القانونية. 2.2

يثتَ التطور التقتٍ للذكاء الاصطناعي إاكاليةً قانونيةً حوؿ إمكانية منحه الشونية القانونية ريم افتقار  
للإرادة الواعية الدعيارية. ترُكز التشريعات )كالليبية والجزائرية( عل  الشونية الطبيعية أو الاعتبارية القائمة 

لولية عن أفعاؿ الأن مة الذكية. يتناوؿ هذا الدطلب مدى عل  إرادة بشرية، لشا ينُشئ فرايًا في تحميل الدس
 ملاءمة الد،اهيم القانونية التقليدية لذذا الواقع، وف  التالي:

 :أولًا: ملامح الشونية القانونية التقليدية وحدودها أماـ الذكاء الاصطناعي
 :م،شوـ الشونية القانونية في القانوف الخاص .أ

الشونية القانونية حجر الزاوية في من ومة القانوف الخاص، حيث تدثل مناطاً أساسيًا لاكتساب  تعُد
الحقوؽ وتحمل الالتزامات. وفقًا للتنور القانوني التقليدي، تنقسم هذ  الشونية إر نوعتُ رئيسيتُ: 

ة التي تُدنح لمجموعات من الشونية الطبيعية التي تثبت للإنساف بن،ته كائنًا بشريًً، والشونية الاعتباري
[. وقد أكد 11الأاواص أو الأمواؿ لتحقي  أيراض معينة، كالشركات والجمعيات والدلسسات العامة ]

( من القانوف الددني، بننه عل  أف "تتمتع الشونيات الاعتبارية 80الدشرع اللي  هذا التقسيم في الدادة )
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ن،ة الإنساف الطبيعية." وهو ذات النشج الذي تبنا  القانوف قلحقوؽ والواجبات إلا ما كاف منشا ملازمًا ل
(. إلا أف هذا الإطار القانوني الكلاسيكي يستند إر افتًاض وجود إرادة 50الددني الجزائري في الدادة )

واعية ومدركة وقدرة عل  التعبتَ عنشا، وهي  نائض جوهرية لازمة لتحمل الدسلولية القانونية بشكل  
نائض ت ل قاصرة عن الانطباؽ عل  أن مة الذكاء الاصطناعي، حتى في أاد صورها كامل. هذ  الخ

 .[15] تقدمًا وتعقيدًا، حيث ت،تقر هذ  الأن مة إر الوعي الذاتي والإرادة الحرة قلدعتٌ القانوني الدقي 

 :انطباؽ هذا الد،شوـ عل  أن مة الذكاء الاصطناعي مدى ب.
يثور جدؿ قانوني واسع حوؿ إمكانية منح أن مة الذكاء الاصطناعي "الشونية القانونية". فبالريم     

من قدرة هذ  الأن مة عل  اتخاذ قرارات مستقلة نسبيًا وتن،يذ مشاـ معقدة بناءً عل   وارزميات متطورة 
ف. هذا الواقع يثتَ وبيانات  ومة، إلا أنها ت ل في جوهرها أدوات منممة ومبرلرة من قبل الإنسا

 اكوكًا جدية حوؿ مدى استي،ائشا لدعايتَ الأهلية القانونية التقليدية التي تتطلب وجود إرادة حرة ومسلولة
وفي هذا السياؽ، ظشر اتجا  فقشي يدعو إر إيجاد نموذج قانوني جديد يطُل  عليه "الشوض  .[9]

ن الاعتًاؼ القانوني عل  بعض أن مة الذكاء الإلكتًوني" أو "الشونية الرقمية"، بهدؼ إ ،اء نوع م
إلا  .[12] الاصطناعي الدتقدمة،  اصة تلك التي تتمتع بقدرة عالية عل  الاستقلالية في اتخاذ القرارات

أف هذا الد،شوـ لا يزاؿ يريبًا عن الدن ومتتُ التشريعيتتُ الليبية والجزائرية، حيث لم يتم تبنيه في أي نض 
لآف، لشا يخل  فرايًا قانونيًا حياؿ تحديد الجشة الدسلولة قانونًا عن الأفعاؿ الضارة التي قد قانوني رسمي حتى ا

 ..[13] تندر عن هذ  الأن مة الذكية
 "الاتجاهات الدولية الدقتًحة نحو "الشوض الإلكتًوني :ثانيًا 
 :الأوروبية ونموذج البرلداف الأوروبي التجربة أ.
برزت التجربة الأوروبية كأحد المحاولات الرائدة لدواكبة التحديًت القانونية الناائة عن تطور الذكاء  

، اقتًح البرلداف الأوروبي منح بعض الروبوتات الدستقلة ص،ة "الشونية 2017الاصطناعي. ف،ي عاـ 
هذا الدقتًح إر معالجة الإلكتًونية" لتحديد الدسلولية عن القرارات التي تتوذها بشكل ذاتي. يشدؼ 

لكن هذا التوجه  .ال،جوات القانونية في حالات ينعب فيشا إسناد الخطأ مباارةً إر النانع أو الدالك
أثار جدلًا واسعًا بتُ القانونيتُ والخبراء الأ لاقيتُ، بتُ من يليد  رورة إنشاء إطار قانوني جديد، ومن 

 .[16] و الدالكة من الدسلولية القانونيةيحذر من إمكانية إع،اء الشركات الدننعة أ
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 :إمكانية استلشاـ النموذج الأوروبي في البيئة القانونية الليبية والجزائرية مدى ب.
  بشأف النشاط التجاري من التشريعات الأساسية  2010لسنة  23يعتبر القانوف رقم  :القانوف اللي

تتضمن الددونة التجارية مبادئ عامة  .[19] .الشركاتالتي تن م الأنشطة التجارية في ليبيا، سا في ذلك 
تتعل  سسلولية الشركات والأفراد العاملتُ فيشا. فعل  سبيل الدثاؿ، ينض القانوف عل  مسلولية ملسسي 
اركات الدساهمة قلتضامن تجا  الشركة والغتَ عن الاكتتاب بكامل رأس الداؿ، وتوفر الحنض العينية، 

(. كما يتحمل رئيس وأعضاء لرلس الإدارة 113مة لتأسيس الشركة )الدادة وصحة البيانات الدقد
مسلولية ائتمانية تجا  الشركة، ويكونوف مسلولتُ قلتضامن عن الأ رار الناجمة عن عدـ أداء واجباتهم، 

(. ويخضع الدديروف العاموف 185و 182وعن  ماف ك،اية أصوؿ الشركة لتغطية ديونها )الدادتاف 
(. أما 192عن تن،يذ مشامشم بن،س القدر الذي يخضع له أعضاء لرلس الإدارة )الدادة للمساءلة 

أعضاء هيئة الدراقبة، فيجب عليشم أداء واجباتهم بعناية وهم مسلولوف عن صحة اشاداتهم، كما 
يتحملوف الدسلولية قلتضامن مع لرلس الإدارة عن أفعالذم أو إهمالذم إذا تسببت في أ رار كاف من 

(. ويواجه الدن،يوف عقوقت في حاؿ توزيع أصوؿ الشركة قبل تسوية 204مكن تجنبشا )الدادة الد
ت،رض القوانتُ عقوقت عل  تقديم معلومات كاذبة في تقارير الشركة  .(401مطالبات الدائنتُ )الدادة 

(. 399ادة ( وعل  إساءة استوداـ أمواؿ الشركة لتحقي  مكاسب اونية )الد397وميزانياتها )الدادة 
وفي الشركات ذات الدسلولية المحدودة، يكوف الشركاء مسلولتُ قلتضامن عن التزامات الشركة  لاؿ فتًة 

(. كما يتحمل مديرو 66و 65اراكتشم وتدتد هذ  الدسلولية إر ورثتشم في حدود حننشم )الدادتاف 
ن إهماؿ ذكر عبارة "اركة ذات الشركات ذات الدسلولية المحدودة مسلولية تعويض الأ رار الناجمة ع

( من قانوف الشركات إر أنه إذا تبتُ أف عدـ  20مسلولية لزدودة" بعد اسم الشركة. وتشتَ الدادة )
ك،اية أصوؿ الشركة لسداد ديونها يرجع إر أ طاء جسيمة في الإدارة، فإف الددير أو الدديروف يتحملوف 

 الإلكتًونيةبشأف الدعاملات  2022لسنة  6القانوف رقم  كما صدر حديثاً .هذ  الديوف كليًا أو جزئيًا
بشأف مكافحة الجرائم الإلكتًونية، لكنشما لا يتضمناف ننوصًا مباارة  2022لسنة  5رقم  والقانوف

يكشف تحليل الإطار القانوني  .[18,17] تتعل  قلدسلولية عن الأ رار الناتجة عن الذكاء الاصطناعي
الأساسي عل  مسلولية الأفراد دا ل الشركات عن أفعالذم وقراراتهم. هناؾ نقض وا ح اللي  عن تركيز  

في الأحكاـ التي تتناوؿ التحديًت ال،ريدة التي يطرحشا الذكاء الاصطناعي، لا سيما فيما يتعل  قلأفعاؿ 
  .الدستقلة وعمليات اتخاذ القرار الدعقدة التي تقوـ بها هذ  الأن مة
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  يعد القانوف التجاري الجزائري :يالقانوف الجزائر (Code de Commerce)  وتعديلاته، سا في ذلك
الذي عدؿ أحكاـ الشركات ذات الدسلولية المحدودة، الإطار القانوني الرئيسي  20-15القانوف رقم 

حيث تتضمن القوانتُ التجارية الجزائرية مبادئ عامة  .[23] الذي يحكم الشركات التجارية في الجزائر
، يتحمل الشركاء ("société en nom collectif") بشأف مسلولية الشركات. ف،ي اركات التضامن

 société à") مسلولية يتَ لزدودة وتضامنية عن ديوف الشركة. أما في الشركات ذات الدسلولية المحدودة
responsabilité limitée") ،كن فتكوف مسلولية الشركاء لزدودة بشكل عاـ بقيمة حننشم، ل

يدكن مساءلة الدديرين عن سوء الإدارة. كما يتحمل الشركاء الدسلولية قلتضامن لددة خمس سنوات تجا  
الغتَ عن التقييم الدبالغ فيه للحنض العينية. ومن الجدير قلذكر أف القانوف الجزائري يعتًؼ صراحة 

مسلولية ملسسي الشركات  . وتناوؿ القانوف2004قلدسلولية الجنائية للشركات التجارية منذ عاـ 
فيما يتعل  قلتطورات التكنولوجية، صدر القانوف رقم  .التجارية مدنيًا وجنائيًا  لاؿ مرحلة التأسيس

الدتعل  بحماية الأاواص الطبيعيتُ في معالجة البيانات ذات الطابع الشوني  2018لسنة  18-07
لتي تتعامل مع البيانات الشونية. ومع والذي قد يكوف له آثار عل  تطبيقات الذكاء الاصطناعي ا

ذلك، لا توجد حتى الآف قوانتُ أو لوائح لزددة في الجزائر تن م بشكل مباار مسلولية الشركات عن 
يُ شر تحليل الإطار القانوني الجزائري مبادئ  .[24] الأ رار الناجمة عن استوداـ الذكاء الاصطناعي
يتعل  سسلولية الشركاء والدديرين، والاعتًاؼ قلدسلولية  راسوة بشأف مسلولية الشركات،  اصة فيما

الجنائية للكيانات القانونية. ومع ذلك، لا يزاؿ تطبي  هذ  الدبادئ بشكل مباار عل  الأ رار التي 
تسببشا أن مة الذكاء الاصطناعي الدستقلة يتَ وا ح ويتطلب الدزيد من الدراسة والتو يح، حيث ي ل 

ة الشركات عن أ رار الذكاء الاصطناعي لزنوراً في نطاؽ الدبادئ العامة للمسلولية النقاش حوؿ مسلولي
[، وريشاـ لزمود ديًب 8الددنية كما أاار إليه عدد من الباحثتُ العرب مثل لزد العالوي وإهلاـ ص،رة ]

 .[، الذين تناولوا تحديًت إدماج الذكاء الاصطناعي في البنية الدلسسية7]

 :م الخطأ في ظل الذكاء الاصطناعيتطور مفهو .  2.2
يششد م،شوـ الخطأ القانوني تحولًا جذريًً مع ثورة الذكاء الاصطناعي، حيث تبرز تحديًت في إسناد    

الانحراؼ السلوكي ل ن مة الذكية يتَ البشرية. ويكشف هذا الدطلب عن قنور التشريعات الحالية في 
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تبتٍ ن ريًت قانونية بديلة. كما يناقش أثر ذلك عل  مسلولية تن يم مسلولية هذ  الأن مة، لشا يستدعي 
 .الشركات التجارية، مع إعادة تعريف الخطأ ليشمل صوراً جديدة من الإهماؿ التقتٍ

 :أولًا: التحديًت التي ي،ر شا الذكاء الاصطناعي عل  ركن الخطأ في الدسلولية
 :الددنيةالخطأ كركن جوهري في الدسلولية  أ.

تستند الدسلولية الددنية التقليدية إر ثلاثة أركاف أساسية: الخطأ، والضرر، وعلاقة السببية بينشما.     
ويعُرؼ الخطأ في ال،قه القانوني بأنه "انحراؼ عن السلوؾ الدعتاد للشوض الحي الدتبنر" أي إ لاؿ 

،شوـ عل  أفعاؿ أن مة الذكاء إلا أف تطبي  هذا الد .بواجب الحيطة والحذر الذي ي،ر ه القانوف أو العرؼ
الاصطناعي يثتَ تحديًت كبتَة، إذ أف هذ  الأن مة تعتمد عل   وارزميات معقدة وبيانات  ومة، لشا 

وهو ما يضع القضاة أماـ صعوبة في تحديد ما إذا كاف ما  .[15] يجعل سلوكشا يتَ قابل للتنبل أحياناً 
قليدي،  اصة عندما لا يكوف هناؾ تد ل بشري مباار صدر عن الن اـ الذكي يعُد " طأ" قلد،شوـ الت

  .[9] القرار الضارفي اتخاذ 

  :قنور القواعد الحالية في مواجشة هذا النوع من الأ طاءب. 
يُلاحظ أف كلًا من القانوف الددني اللي  والقانوف الددني الجزائري ي،تقراف إر ننوص صريحة تن م    

عن أن مة ذكية". وهذا ما أكد  الباحثوف في الدراسات الدتعلقة قلخنوصية الدسلولية عن "الخطأ الناتج 
[. ونتيجة لذذا الغياب، قد يضطر القضاء إر الاستناد إر ن ريًت 3والدسلولية القانونية في البيئة الرقمية ]

يًا وتُستودـ في بديلة مثل ن رية الدسلولية الد،تً ة أو الدسلولية عن الدواطر، وهي ن ريًت معموؿ بها دول
 ..[1] حالات النشاطات التي تنطوي عل  لساطر كبتَة بطبيعتشا

 

 :ثانيًا: أثر هذا التطور عل  مسلولية الشركات التجارية 
 :الشركات كمستودـ مباار ومست،يد من الذكاء الاصطناعيأ.  
تعُد الشركات التجارية من أكثر الكيانات استودامًا لتقنيات الذكاء الاصطناعي، سواء في الأتدتة أو     

تحليل البيانات أو دعم اتخاذ القرار، ما يجعلشا الدست،يد الدباار من هذ  الأن مة. وسا أف الشركات تختار 
وهذا يتماا   .[7] ار الناجمة عنشاوتبرمج وتدير هذ  الأن مة، فمن الطبيعي أف تتحمل مسلولية الأ ر 
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مع الدبادئ العامة في القانوف الددني، كما في ليبيا والجزائر، حيث تتحمل الشركات أو الدديروف الدسلولية 
 .[19,20] عن تن،يذ العقود والإ رار قلغتَ،  اصة في عقود الدقاولة والتوريد

 :نحو إعادة تعريف الخطأ في البيئة الذكيةب. 
ظل تعقيدات القرارات التي تتوذها أن مة الذكاء الاصطناعي، تتطلب الدرحلة الراهنة تطويراً لد،شوـ في     

الخطأ ليتناسب مع هذ  البيئة الجديدة. ويقتًح عدد من الباحثتُ إعادة تعريف "الخطأ" ليشمل صوراً من 
 .[6] القراراتاتخاذ الدسلوؿ عن  الإهماؿ في البرلرة: أي وجود  لل في الكود البرلري :الإهماؿ التقتٍ مثل

عدـ  .[10] ,ال،شل في التحديث: إذ ينبغي عل  الشركات تحديث الأن مة لت،ادي الثغرات الأمنيةو 
سوء ا تيار كذلك  .[2] لتقليل الأ طارالدراقبة ال،عّالة: إذ تعُد الرقابة البشرية الدستمرة ارطاً 

إف تبتٍ هذا كما  .[8] إر نتائج كارثيةالخوارزميات: إذ أف ا تيار أدوات تحليل يتَ مناسبة قد يلدي 
الد،شوـ الدوسع لدنطلح الخطأ يسشم في سد ال،جوة التشريعية القائمة، ويحق  عدالة أكبر للمتضررين في 

  .[12] القرار النهائي ظل عدـ و وح الحدود بتُ تد ل الإنساف و"استقلاؿ" الآلة في
لشا سب  يدكن القوؿ إف التطور الدتسارع للذكاء الاصطناعي يطرح تحديًت قانونية يتَ مسبوقة فيما    

يتعل  قلطبيعة القانونية لذذ  الكيانات وتحديد الدسلولية الددنية الناجمة عن أفعالذا. وبينما تثتَ فكرة منح 
القانونية" جدلًا واسعًا وتواجه عقبات في ظل التشريعات الليبية والجزائرية الذكاء الاصطناعي "الشونية 

فإف تطوير م،اهيم قانونية جديدة،  نوصًا ما يتنل بركن الخطأ يدثل  رورة ملحّة لتحديث الدن ومة 
القانونية سا يواكب هذا التحوؿ التكنولوجي، ويضمن مساءلة الشركات التي تستودـ وتست،يد من هذ  

 .ن مةالأ

 .آليات المسؤولية القانونية للشركات التجارية في البيئة الرقمية الذكية .3
يُدثل هذا الدبحث استكمالًا منطقيًا للتحليل الذي تم تناوله في الدبحث الأوؿ، حيث ينتقل بنا من الإطار 
الن ري الذي استكشف الطبيعة القانونية للذكاء الاصطناعي وم،شوـ الخطأ في سياقه إر التمحيض في 

لتكنولوجيا الدتقدمة. ويشدؼ إر دراسة الآثار القانونية العملية الدتًتبة عل  تبتٍ الشركات التجارية لذذ  ا
معمقة لآليات الدسلولية الددنية التي يدكن أف تخضع لذا الشركات في البيئة الرقمية الذكية، وتحديد موقف  
كل من الن اـ القانوني اللي  والجزائري تجا  الأ طاء التي قد تنجم عن أن مة الذكاء الاصطناعي في إطار 

لدعاملات التجارية، وذلك في  وء يياب تشريع صريح ينُ م هذ  الأن مة، كما العلاقات التعاقدية وا



 
                        

203 

 

أو حت الذيئة العامة للمعلومات في ليبيا  من استًاتيجية التحوؿ الرقمي. كما يسع  الدبحث إر اقتًاح 
ية اللازمة رؤى تطويرية تهدؼ إر تحقي  توازف دقي  بتُ تشجيع الابتكار التكنولوجي وتوفتَ الحماية القانون

 .ل طراؼ الدتعاملة
 :المسؤولية المدنية في نطاق العقود الذكية والتجارية. 2.3
تعُد العقود الذكية تجسيدًا عمليًا قلغ الأهمية لتكامل أن مة الذكاء الاصطناعي في صميم الأنشطة    

الروابط التعاقدية التجارية للشركات، حيث تضطلع هذ  العقود بدور متزايد في عمليات إبراـ وتن،يذ 
الدا لية والخارجية. يستشدؼ هذا الدطلب تحليل مدى ملاءمة الد،اهيم التقليدية للمسلولية العقدية لتن يم 
هذ  العقود ذات الطبيعة التقنية الخاصة، واستجلاء الآثار القانونية الدتًتبة عل  حالات فشل أو  لل 

 .ية الدننوص عليشاالأن مة الذكية في الوفاء قلالتزامات التعاقد

 :أولاً: العقود الذكية والتحديًت القانونية في ليبيا والجزائر 
 :تعريف العقود الذكية وتطبيقاتها التجاريةأ. 
يُدكن تعريف العقد الذكي بأنه برنامج حاسوبي يتم تن،يذ  تلقائيًا سجرد تحق  اروط معينة ويعتمد في     

[. وتُستودـ العقود 4لضماف الش،افية والأماف ] (Blockchain) الكتلالغالب عل  تكنولوجيا سلسلة 
الذكية تجاريًً في لرالات مثل الددفوعات التلقائية، إدارة سلاسل التوريد، والتأمتُ، ويتَها من التطبيقات 

[. يتَ أف التشريعات الليبية والجزائرية، لم 7التي تتطلب الدقة وسرعة التن،يذ دوف تد ل بشري مباار ]
ندر بعد أي قوانتُ وا حة أو مواد صريحة تنُ م هذا النوع من العقود الدستحدثة، لشا يتًؾ فرايًا قانونيًا ت

 .حقيقيًا عند حدوث أ طاء أو أعطاؿ تقنية

 :إاكالية الإثبات والتن،يذ في يياب التد ل البشريب. 
لا يرُاجع يدويًً لح ة التن،يذ، ما يطرح تعتمد العقود الذكية عل  آلية تن،يذ تلقائي بناءً عل  كود برلري     

 .إاكاليات حوؿ ما إذا كاف العقد ينُتج أثراً قانونيًا دوف علم أحد الأطراؼ أو موافقته ال،علية عند التن،يذ
وتعُد هذ  الدسألة تحديًً حقيقيًا في أن مة القانوف الددني التقليدية، مثل الن امتُ اللي  والجزائري، واللذين 

[. وعند يياب ننوص  اصة 5فاف قانونيًا إلا قلعقود التي تتوفر فيشا إرادة وا حة ومُعبرة عنشا ]لا يعتً 
يُحتمل أف تستند المحاكم إر الدبادئ العامة للعقود الواردة في القانوف الددني، ما قد يلدي إر اجتشادات يتَ 

 .موحدة
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 :الذكيثانيًا: مدى مسلولية الشركات عند الإ لاؿ بتن،يذ العقد 
 :تحديد الجشة الدسلولة عن الإ لاؿ في الن اـ الذكيأ.  
إذا فشل العقد الذكي في أداء التزاماته، فمن الدنطقي تحميل الدسلولية للشركة التي قامت بتشغيل الن اـ     

ة [ إر أهمي6أو التعاقد عليه، كونها الدست،يد الأساسي من استودامه في العملية التجارية. وقد أاار ]
تحميل الشركات مسلولية الأ رار الناتجة عن فشل أن مة الذكاء الاصطناعي، حتى في يياب تد ل بشري 

ويدُعم هذا  .مباار، لأف الشركة تختار وتبرمج وتُشرؼ عل  الن اـ، وقلتالي تعُد الجشة الدسلولة قانوناً 
ية الطرؼ الذي يحق  فائدة التوجه كذلك من  لاؿ الدمارسات القضائية الدولية التي تعتًؼ سسلول

 .[16] اقتنادية من الن اـ، كما بينه تقرير الأمم الدتحدة حوؿ الحكومة الرقمية

 :قنور التشريع الددني في مواكبة هذ  النماذج العقديةب. 
لا يتضمن القانوف الددني اللي  ولا الجزائري ننوصًا تتناوؿ صراحة العقود الذكية، بل أف كليشما يعتمد     

[ في معرض حديثه عن 1عل  م،اهيم تقليدية للعقد مثل الر ا، السبب، والمحل. وهذا ما أكد عليه ]
  .ال،جوة بتُ الثورة الدعلوماتية والإطار التشريعي في ليبيا

ويعُد هذا القنور سببًا رئيسيًا في انعداـ الثقة القانونية في تن،يذ هذ  العقود الجديدة، لشا يستدعي    
شريعيًا وا حًا سواء من  لاؿ إصدار قانوف  اص قلعقود الذكية أو تعديل القواعد القائمة تطويراً ت

  .لتتلاءـ مع البيئة الرقمية الذكية
وقد أوص  العديد من الباحثتُ في هذا المجاؿ بضرورة سن تشريعات تلُزـ الشركات بو ع  وابط    

 لوؿ عند فشل الن اـ أو ارتكابه  طأ يتَ متوقعوا حة لاستوداـ الأن مة الذكية، وبتحديد من هو الدس
[2,8]. 

يتبتُ أف آليات الدسلولية الددنية في العقود الذكية تعُد إحدى أبرز القضايً القانونية التي تواجه الن امتُ     
التشريعيتُ اللي  والجزائري. فالقنور التشريعي ويياب ننوص صريحة يعُي  ت،عيل الحماية القانونية 

  .ف من الثقة في هذ  العقودويُضع
ويبدو أف الحل يكمن في إعادة صياية الإطار القانوني للعقود بحيث يشمل الخنائض ال،ريدة للعقود    

الذكية، مع تحميل الشركات التجارية كامل الدسلولية عن نتائج استودامشا لذذ  الأن مة، ما دامت هي 
 .الدست،يد الرئيسي منشا
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 :لمسؤولية الشركات التجارية في القانون الليبي والجزائريدراسة مقارنة . 2.3
بنا هذا الدطلب إر إجراء دراسة مقارنة بتُ الن امتُ القانونيتُ اللي  والجزائري بهدؼ استولاص  ينتقل

أوجه التشابه والا تلاؼ في كي،ية تعاملشما مع مسلولية الشركات التجارية عن الأ طاء التي قد تندر 
لتحوؿ الرقمي الذي عن أن مة الذكاء الاصطناعي، وهي إاكالية مستجدة ومتزايدة الأهمية في ظل ا

 .تششد  الأنشطة التجارية

 :أولاً: الإطار التشريعي الحالي في البلدين تجا  أ طاء الذكاء الاصطناعي 
 :القانوف اللي  وتعامله مع أ طاء الأن مة الذكيةأ. 
اـ لا يوجد في التشريع اللي  حتى الآف ننوص قانونية صريحة تتناوؿ الدسلولية الناائة عن استود    

 .أن مة الذكاء الاصطناعي في بيئة الشركات التجارية، سا في ذلك العقود الذكية أو العمليات الآلية
( التي 147ومع ذلك، يدكن الاستئناس ببعض القواعد العامة الواردة في القانوف الددني، مثل الدادة )    

تنض عل  "العقد اريعة الدتعاقدين"، أو أحكاـ الدسلولية التقنتَية عن فعل التابعتُ أو فعل الأاياء 
[20,19 .] 
الذي أكد عل  وجود عوائ  تشريعية  [1لكن هذا ال،راغ التشريعي أاار إليه أكثر من قحث، منشم ]   

  .في ملاحقة التطورات التكنولوجية في ليبيا، و اصة تلك الدتعلقة قلدعلوماتية والقانوف
[ في استًاتيجية التحوؿ الرقمي الحكومية أف البنية التشريعية 10وقد بيّنت الذيئة العامة للمعلومات ]   

ت الذكية، ما يرُبك عمل القضاء عند لزاولة تكييف هذ  الوقائع الحالية يتَ كافية لتن يم استوداـ التقنيا
 .الحديثة مع القواعد القانونية التقليدية

 :موقف التشريع الجزائري من أ طاء الذكاء الاصطناعيب. 
تشتًؾ الجزائر مع ليبيا في عدـ وجود تشريع  اص ين م الدسلولية القانونية عن أ رار أن مة الذكاء     

[ في دراستشم عن الذكاء الاصطناعي 8في سياؽ الأنشطة التجارية، وقد أكد ذلك ] الاصطناعي
وفي يياب هذا الإطار القانوني، يلجأ القضاة إر تطبي  الدبادئ العامة  .والدلسسات الناائة في الجزائر

الدستمر  للمسلولية العقدية أو التقنتَية كما وردت في القانوف الددني الجزائري،  اصة في ظل التوسع
[، فإف تطبي  هذ  7لكن وبحسب ] .لاستوداـ الذكاء الاصطناعي في قطاعات مثل البنوؾ والتأمتُ
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القواعد عل  التكنولوجيا الذكية ي ل معقدًا وم،توحًا للتأويل، ن راً لطبيعة الأن مة الذكية يتَ البشرية 
 .وتعدد الأطراؼ ال،نية الدتد لة في تنميمشا وتشغيلشا

 :الرقميقتًحات لإعادة تشكيل الدسلولية في ظل التحوؿ ثانيًا: م 
 :أوجه القنور في التشريعات الحالية في البلدين أ.

يياب تعريف  :ت شر أوجه القنور في كل من الن امتُ اللي  والجزائري في عدة نقاط رئيسية، أبرزها    
عدـ وجود و  .[4] عليهقانوني موحد للذكاء الاصطناعي: لشا ينعب تحديد نطاؽ تطبي  القواعد القانونية 

 5] تن يم قانوني  اص قلعقود الذكية: ما ي،تح الباب لتعدد الت،ستَات في حالات الإ لاؿ أو النزاعات
[ إر  عف الحماية 2]سعيد البقلي  عف التأهيل القضائي في القضايً التقنية: وقد أاار كذلك 

  .القانونية الرقمية بسبب يياب التأطتَ الدلسساتي والتقتٍ للقضاة والدمارستُ القانونيتُ
كل هذ  النقاط تجعل من النعب رسم حدود وا حة لدسلولية الشركات التجارية عن الأ رار التي قد    

 .ا التعاقديةتنتج عن استوداـ أن مة الذكاء الاصطناعي في علاقاته

  :مقتًحات تطويرية لضماف مسلولية قانونية وا حةب. 
يدكن تقديم لرموعة من الدقتًحات التشريعية والتن يمية لتحقي  توازف بتُ حماية الحقوؽ وتعزيز    

إدراج ننوص صريحة في القوانتُ الددنية والتجارية: يجب تضمتُ مواد قانونية تُحمّل الشركات  :الابتكار
إنشاء قواعد قانونية  اصة قلعقود و  .[17,18] ية مباارة عن أفعاؿ الأن مة التي تستودمشامسلول

[، لتحديد آليات التن،يذ وتوزيع الدسلولية وف  6] ميلاد  لي،ة، ومحمد السايح الذكية: كما طالب بذلك
تأهيل القضاة وأعضاء النيابة: عبر برامج تدريبية قانونية تقنية ، كذلك طبيعة البرلريات والخوارزميات

[ إر أهمية رفع وعي 3]بلعيد الدوكالي، وإبراهيم البوراصي قلتعاوف مع ملسسات متوننة، وقد أاار 
تعزيز البحث العلمي القانوني: عبر دعم الكليات القانونية  .الجشات القضائية تجا  التحديًت الرقمية

اد مثل "القانوف والتكنولوجيا"، و ل  بيئة بحثية موجشة نحو استشراؼ مستقبل القانوف في ظل لإدماج مو 
تأسيس لجنة وطنية قانونية تقنية: تضم وزارتي العدؿ والدا لية، وهيئات الدعلومات  .الذكاء الاصطناعي
ت التكنولوجية واقتًاح [، لدتابعة الدستجدا14] ـ2020وراة وزارتي العدؿ والدا لية مثلما تم اقتًاحه في

 .تعديلات تشريعية دورية
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تُ شر الدقارنة بتُ الن امتُ اللي  والجزائري تشابهاً كبتَاً في التحديًت التشريعية الدرتبطة قلذكاء    
الاصطناعي، و رورة إصلاح من ومة الدسلولية القانونية للشركات. إف إنشاء من ومة قانونية متطورة 

قت أولوية تشريعية عاجلة لضماف العدالة وحماية الحقوؽ، وتحقي  التوازف الدنشود  تواكب العنر الرقمي
 .بتُ تشجيع الاستثمار التكنولوجي وصوف الحقوؽ الددنية

 

 خاتمة: .4
سلّط هذا البحث الضوء عل  التأثتَ الدتسارع لتقنيات الذكاء الاصطناعي عل  البيئة التجارية، والجدؿ    

الدتعل  سدى أهلية هذ  الأن مة لاكتساب اونية قانونية مستقلة. وقد بيّنت الدراسة أف القانوني العمي  
الدن ومتتُ التشريعيتتُ في ليبيا والجزائر، وإف احتوتا عل  قواعد عامة، إلا أنهما ت،تقراف إر أدوات قانونية 

التقليدي للمسلولية  صريحة تُدكّن من تكييف الأفعاؿ النادرة عن أن مة ذكية مستقلة  من الإطار
 .الددنية

كما اتضح أف الننوص الحالية يتَ قادرة عل  معالجة أفعاؿ كيانات لا تتمتع بإرادة بشرية واعية، وهو    
ما يُ شر الحاجة إر تكييف قانوني جديد يرُاعي الخنائض التقنية للذكاء الاصطناعي ويعُيد تعريف 

ة الذكية. كما ناقش البحث بعم  الجدؿ ال،قشي والتشريعي عناصر الخطأ والسببية في  وء سلوؾ الأن م
ريم  –حوؿ منح هذ  الأن مة ص،ة "الشونية القانونية الإلكتًونية"، و لض إر أف هذا الخيار 

 .لا يدكن اعتماد  إلا  من إطار تشريعي لزكم ومتدرج –ابتكاريته 
ور قانوني وا ح بشأف الأعماؿ التي وفيما يخض الدلكية ال،كرية، فقد أاار البحث إر يياب تن   

تنُتجشا أن مة الذكاء الاصطناعي، لشا ي،تح نقااًا أوسع حوؿ مللف العمل، وأحقية الاستغلاؿ، والحماية 
 .القانونية للإنتاج يتَ البشري، وهي إاكالية تستدعي مزيدًا من التأصيل ال،قشي والتشريعي

قد ناقش البحث أثر الذكاء الاصطناعي عل  نماذج التعاقد أما في لراؿ العقود والأعماؿ التجارية، ف   
التقليدية،  اصة من  لاؿ ظشور العقود الذكية. وريم ما توفر  هذ  العقود من مزايً تقنية إلا أنها تُطرح 
في سياؽ قانوني يتَ مشيأ حاليًا لتن يم تن،يذها، أو معالجة الإ لاؿ التلقائي بها لشا يتطلب إدراجشا في 

 .ة التعاقد الددني والتجاري بننوص وا حة وااملةمن وم
بناءً عل  ذلك، توصل البحث إر أف إعادة تشكيل الدسلولية القانونية في بيئة الذكاء الاصطناعي تتطلب 
مراجعة تشريعية تدريجية، تبدأ من إصدار مبادئ قضائية ت،ستَية، وتدتد نحو و ع قانوف  اص يرُاعي 

 .اـ الابتكار، ويحمي في ذات الوقت الحقوؽ ال،ردية والدلسسيةالتدرج، وي،تح المجاؿ أم
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  :أهم التوصيات
إصدار تشريع وطتٍ  اص ين م الذكاء الاصطناعي، يُحدد الأطر القانونية لاستودامه، ويعالج مسألة 1. 

 .الدسلولية الددنية عن أفعاله، سا في ذلك الاعتًاؼ المحدود بشونيته القانونية في حالات معينة
توسيع نطاؽ الت،ستَ القضائي والتشريعي للم،اهيم التقليدية مثل "الخطأ" و"السببية"، لتستوعب أفعاؿ 2. 

 ."الأن مة الذكية ذاتية القرار،  من ما يدكن تسميته بػ "الخطأ التقتٍ" أو "الانحراؼ الخوارزمي
تن،يذها الآلي، وآليات الطعن إعداد إطار قانوني وا ح للعقود الذكية، يتضمن اروط صحتشا، وتن يم 3. 

 .والإلغاء، ومسلولية الأطراؼ عن إ لالذا، مع اعتبارها جزءًا من الدن ومة الددنية والتجارية الحديثة
ت،عيل نقاش قانوني موسع حوؿ حقوؽ الدلكية ال،كرية الناتجة عن الذكاء الاصطناعي،  اصة في 4. 

 الن اـ الذكي أو مشغّله، وتحديد الجشة الدست،يدة من الحماية الدسائل الدتعلقة بنسبة الابتكار والا تًاع إر
 .القانونية

إنشاء هيئة وطنية متوننة لتن يم استودامات الذكاء الاصطناعي، تكوف مسلولة عن التًا يض 5. 
 .(الدراقبة، وتقديم الإراادات القانونية وال،نية،  اصة في القطاعات عالية الخطورة )كالنحة، الداؿ، والأمن

تعزيز برامج التكوين القانوني والقضائي في لرالات القانوف والتكنولوجيا، من  لاؿ دمج مساقات 6. 
 .الذكاء الاصطناعي في كليات القانوف، وتدريب القضاة عل  فشم الأسس التقنية لذذ  الن م وأثرها القانوني

الن اـ، والدستودـ، والشركة الدالكة  تبتٍ مبدأ الدسلولية الدشتًكة، الذي يوزع الدسلولية بتُ مطوّر .7
بحسب درجة السيطرة أو التوجيه، مع استكشاؼ إمكانية الاعتًاؼ القانوني التدريجي قلشونية 

 .الإلكتًونية
الاست،ادة من التجارب الدولية،  نوصًا النموذج الأوروبي، من  لاؿ دراسة التوصيات يتَ الدلزمة  .8

 .وتحليل ما يدكن استنسا ه أو تكيي،ه مع السياؽ اللي  والجزائري النادرة عن البرلداف الأوروبي،
و تامًا، وامتدادًا للتحليل الن ري والعملي الوارد في هذ  الدراسة، فقد تم إعداد مشروع قانوف نموذجي    

اية هذا لتن يم استوداـ أن مة الذكاء الاصطناعي والدسلولية القانونية الناائة عنشا، يرُف  بإذف الله في نه
 البحث، كنقطة انطلاؽ لتطوير إطار تشريعي اامل ومتوازف.
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 الهوامش: .5
(. ثورة الدعلومات في ليبيا بتُ عوائ  تشريعية وإدارية. المحكمة العليا، طرابلس، 2013أبوزيد، جمعة عبد الله. ) .1

 (22/06/2025تاريخ الاطلاع  :/https://supremecourt.gov.ly )ليبيا. متاح عل 
(. حماية الخنوصية الدعلوماتية لدستودمي الإنتًنت في مواجشة متطلبات التجارة 2021البقلي، سعيد. ) .2

 .(4)العدد  9الإلكتًونية. المجلة القانونية، المجلد 
صية بيانات الدستودـ عل  الإنتًنت ومدى (. استباحة  نو 2022الدوكالي، بلعيد، والبوراصي، إبراهيم. ) .3

 .(7وعي الدستودمتُ بها في ليبيا. لرلة جامعة سبشا للعلوـ البحتة والتطبيقية، )العدد 
(. الجوانب القانونية لاستوداـ الدعلوماتية في الدعاملات التجارية: دراسة وتقييم 2009النالحتُ، محمد العيش. ) .4

ر الدغاربي الأوؿ حوؿ الدعلوماتية والقانوف، أكاديدية الدراسات العليا، طرابلس، لتجربة الدشرع اللي . في: الدلتد
 (22/06/2025تاريخ الاطلاع  :https://iefpedia.com )ليبيا. متاح عل 

الإثبات في القانوف اللي . أكاديدية (. مدى حجية المحرر الإلكتًوني في لراؿ 2010تيبار، محمد عمار. ) .5
تاريخ  :http://iefpedia.com/arab/?=17803 )الدراسات العليا، طرابلس، ليبيا. متاح عل 

 (22/06/2025الاطلاع 
ية والتقنية للتجارة الإلكتًونية في ليبيا. في: (. الحماية القانون2020 لي،ة، ميلاد، والسايح، محمد. )ديسمبر  .6

 .الدلتدر الدولي السادس. جامعة النجم الساطع، البريقة، ليبيا
(. دور الذكاء الاصطناعي في تحستُ أداء الخدمات الدنرفية. المجلة العربية 2023ديًب، ريشاـ لزمود. ) .7

 .(9)العدد  3للمعلومات وأمن الدعلومات، المجلد 
(. الذكاء الاصطناعي والدلسسات الناائة في الجزائر. المجلة الجزائرية 2023د، وص،رة، إهلاـ. )العالوي، لز .8

 .(2)العدد  9ل من الإنساني، المجلد 
(. إاكالية الشوض الدسلوؿ عن تشغيل الروبوت. لرلة جيل الأبحاث القانونية 2018القوصي، هماـ. )ماي  .9

 .(25الدعمقة، )العدد 
(. مقتًح استًاتيجية التحوؿ الرقمي الحكومي في ليبيا: ازدهار 2022معلومات. )ديسمبر الذيئة العامة لل .10

 .البلداف كرامة الإنساف. الذيئة العامة للمعلومات، طرابلس، ليبيا
 .(. الشونية القانونية في القانوف الخاص. دار النشضة العربية، القاهرة، منر2013بريري، لزمود لستار. ) .11
(. تطبيقات الذكاء الاصطناعي وتعزيز الديزة التنافسية لدن مات الأعماؿ. العربي 2023حمدي، اريف. ) .12

 .للنشر والتوزيع، الجزائر، الجزائر
دراسة قانونية ]رسالة ماجستتَ[. كلية  –(. الطبيعة القانونية للذكاء الاصطناعي 2023ريًف، صالح عمر. ) .13

 .الحقوؽ، جامعة الجزائر، الجزائر، الجزائر
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(. الدن مات الأمنية وتقنية الحكومة الإلكتًونية: دراسة تطبيقية عل  وزارتي العدؿ 2020إيشاب. )سعيد،  .14
 .والدا لية في ليبيا. في: وراة عمل مشتًكة. طرابلس، ليبيا

(. الجوانب القانونية لتطبي  الذكاء الاصطناعي. كلية الحقوؽ، جامعة القاهرة، 2023الأسيوطي، أيدن محمد. ) .15
 .منرالقاهرة، 

(. أهمية الحكومة الإلكتًونية: مستقبل الحكومة الرقمية. إدارة الشلوف الاقتنادية 2022الأمم الدتحدة. ) .16
 :https://publicadministration.un.org/en/egovkb والاجتماعية، نيويورؾ. متاح عل 

 (22/06/2025تاريخ الاطلاع )
(. الجريدة الرسمية، 2022ـ: قانوف عادي، بشأف مكافحة الجرائم الإلكتًونية. ) 2022( لسنة 5القانوف رقم ) .17

 .2023، السنة الأور، 1العدد 
ـ: قانوف عادي، بشأف الدعاملات الإلكتًونية والسجلات الإلكتًونية.  2022( لسنة 6القانوف رقم ) .18

 .2023، السنة الأور، 1يدة الرسمية، العدد (. الجر 2022)
(. مدونة التشريعات، 2010ـ: قانوف عادي، بشأف النشاط التجاري. ) 2010( لسنة 23القانوف رقم ) .19

 .، السنة العاارة12العدد 
 .، السنة الثامنة11(. الجريدة الرسمية، العدد 1958قانوف الإجراءات الددنية والتجارية: قانوف عادي. ) .20
. الجريدة الرسمية للجمشورية الجزائرية، 1975سبتمبر  26، ملرخ في 58-75نوف الددني الجزائري: أمر، رقم القا .21

 .(78)العدد 
، الدعدؿ والدتمم. الجريدة الرسمية 1975سبتمبر  26، ملرخ في 59-75القانوف التجاري الجزائري: أمر، رقم  .22

 .للجمشورية الجزائرية
، الدعدؿ والدتمم للقانوف التجاري. الجريدة 2015ديسمبر  30دي، ملرخ في : قانوف عا20-15القانوف رقم  .23

 .(71الرسمية للجمشورية الجزائرية، )العدد 
: قانوف عادي، متعل  بحماية الأاواص الطبيعيتُ في معالجة البيانات ذات 2018لسنة  07-18القانوف رقم  .24

 .زائرية(. الجريدة الرسمية للجمشورية الج2018الطابع الشوني. )
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  :لاحح الم. 6
 م2225لسنة )….( مشروع قانون رقم 

 بشأن تنظيم استخدام أنظمة الذكاء الاصطناعي والمسؤولية القانونية الناشئة عنها
 

 :بعد الاطلاحع على

  ،الدستور 

 القانوف الأساسي الذي يحدد تن يم وعمل السلطة التشريعية؛ 

 القانوف الددني، وتعديلاته؛ 

  الإجراءات الددنية والإدارية، وتعديلاته؛قانوف 

 القانوف التجاري، وتعديلاته؛ 

 القوانتُ الدتعلقة بتن يم الدعلومات والوثائ ؛ 

 القوانتُ الناظمة للمعاملات الإلكتًونية والجرائم السيبرانية؛ 

 /.../... ـ0205وعل  مداولات السلطة التشريعية الدوتنة الدنعقدة بتاريخ. 

 :الآتيأصدر القانون 

جاة  الدِبَا
في ظل التحوّؿ الرقمي السريع الذي يششد  العالم، وظشور أن مة الذكاء الاصطناعي كأحد أبرز أدوات    

التغيتَ التقتٍ والاجتماعي والاقتنادي، برزت حاجة ملحّة إر و ع إطار قانوني وطتٍ ين م استوداـ 
التوازف بتُ التطور التكنولوجي وحماية الحقوؽ  هذ  التقنيات ويضبط آثارها القانونية، سا يضمن تحقي 

وحيث إف الدن ومة القانونية في الدولة لا تتضمن ننوصًا وا حة تتعل  سسلولية الشركات  .والحريًت
والأاواص الاعتباريتُ عن الأفعاؿ والقرارات النادرة عن الأن مة الذكية،  اصة في البيئات التعاقدية 

لقوانتُ الدن مة للمعاملات الإلكتًونية ومكافحة الجرائم الإلكتًونية قد أسّست والاقتنادية، ولدا كانت ا
الإطار الرقمي الأولي، إلا أنها لم تتطرؽ بشكل كاؼٍ إر التحديًت القانونية الخاصة قلذكاء الاصطناعي، 

تقدـ فإف هذا القانوف يأتي لسد هذ  ال،جوة، وتقديم معالجة تشريعية مسلولة ومن،تحة تواكب ال
 .التكنولوجي، وتحمي كافة الأطراؼ الدتعاملة  من البيئة الرقمية الذكية
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 الباب الأول: الأحكام العامة

 (: التعاريف1المادة )
في تطبي  أحكاـ هذا القانوف، يقند قلدنطلحات الآتية الدعاني الدبينة قرين كل منشا، ما لم يقتضِ  

 :السياؽ يتَ ذلك

 من ومة أو ن اـ تقتٍ يعتمد عل   وارزميات ريً ية أو منطقية تتيح له التعلم أو  :الذكاء الاصطناعي
 .اتخاذ قرارات مستقلة جزئيًا أو كليًا دوف تد ل بشري مباار

 كل جشاز أو برنامج أو بنية إلكتًونية تعتمد عل  الذكاء الاصطناعي لتن،يذ مشاـ  :الن اـ الذكي
 .لزددة أو اتخاذ قرارات في إطار معتُ

 أي اوض طبيعي أو اعتباري يقوـ بتطوير أو تشغيل أو توظيف ن اـ ذكي في  :الشوض الدشغّل
 .نشاط اقتنادي أو تجاري أو  دمي

 ات،اؽ قانوني ينُّ،ذ تلقائيًا قستوداـ برلريات أو أكواد مبرلرة، ويتم إبرامه وتن،يذ  عبر  :العقد الذكي
 .ن،يذبتٌ إلكتًونية، دوف الحاجة لتد ل بشري في الت

 نوع من الدسلولية القانونية الددنية أو الجنائية تُ،رض عل  الجشات التي توظف أو تطوّر  :الدسلولية الذكية
 .أو تُشغّل أن مة الذكاء الاصطناعي، في حاؿ تسبب هذ  الأن مة في أ رار

 (: أهداف القانون2المادة )

 :يهدف هذا القانون إلى تحقي  الأهداف التالية 

 .قانوني ين م استوداـ أن مة الذكاء الاصطناعي في الدولةو ع إطار  .1

تحديد الدسلولية القانونية ل اواص الاعتباريتُ عند حدوث أ رار ناتجة عن قرارات أو أفعاؿ  .0
 .صادرة عن أن مة ذكية

 .تعزيز الثقة في استوداـ العقود الذكية والدعاملات الدلتدتة، و ماف حمايتشا قانونياً  .3

 .الرقمي الدسلوؿ والدستداـ وف  الدعايتَ الدولية وأ لاقيات التقنيةدعم التحوّؿ  .4
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 .تعزيز قدرات الدولة الرقابية والتقنية عبر إنشاء هيئة متوننة بتن يم الذكاء الاصطناعي .5

 .حماية الحقوؽ ال،ردية للمواطنتُ في مواجشة القرارات التلقائية ويتَ الش،افة .6

 (: نطاق التطبي 3المادة )
 :ام هذا القانون علىتسري أحك

 .جميع الأنشطة الاقتنادية أو التجارية أو الخدمية التي تستودـ أن مة الذكاء الاصطناعي .1

 .الشركات والأفراد والجشات الحكومية والخاصة التي تقوـ بتطوير أو توظيف أن مة ذكية في الدولة .0

 .الاصطناعيالعقود الذكية التي يتم تن،يذها كليًا أو جزئيًا قستوداـ الذكاء  .3

 
 الباب الثاني: المسؤولية القانونية لأنظمة الذكاء الاصطناعي

 (: المسؤولية المدنية وصور الخطأ التقني4المادة )

تتحمل الجشات الدشغّلة أو الدالكة لأن مة الذكاء الاصطناعي الدسلولية الددنية الكاملة عن  .1
الأ رار مادية أو معنوية، ما لم تثُبت هذ  الأ رار الدتًتبة عل  تنرفات الن اـ، سواء كانت 

الجشات أف الضرر وقع نتيجة قوة قاهرة لا يدكن توقعشا أو درؤها، أو كاف نتيجة  طأ جسيم من 
 .الدتضرر

لأيراض هذ  الدادة، تعُد الأفعاؿ الآتية من قبيل الخطأ التقتٍ الذي يلسس للمسلولية، دوف  .0
  :حنر

  .الذكي أو الإهماؿ الجسيم في ا تبار أداء البرلرة الدعيبة للن اـ  .أ
  .ال،شل في تحديث الأن مة الأمنية أو تنحيح الثغرات البرلرية الدعروفة في حينه .ب
استوداـ  وارزميات معيبة أو منحازة بشكل مقنود أو نتيجة إهماؿ جسيم، والتي تلدي  .ج

  .إر نتائج مضللة أو تدييزية
فعاؿ عل  أداء الن اـ الذكي في الدشاـ عالية الخطورة، متى كاف يياب إاراؼ بشري مناسب و  .د

  .ذلك الإاراؼ مطلوقً سوجب هذا القانوف أو لوائحه التن،يذية
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عدـ إبلاغ الأطراؼ الدتعاقدة أو الدتعاملة مع الن اـ بحدود مسلولية الذكاء الاصطناعي  .هػ
 .الدستودـ ولساطر  المحتملة بش،افية

 سؤولية العقدية(: الم5المادة )
في حاؿ استوداـ ن اـ ذكي في تن،يذ عقد، ت ل الجشة الدشغلة مسلولة عن أي إ لاؿ ببنود العقد  

نتج عن قرارات أو أفعاؿ صادرة عن الن اـ، ما لم ينض العقد صراحة عل  إع،اء مشروط وسوافقة 
 .الأطراؼ

 (: المسؤولية الجنائية 6المادة )
ية إر الن اـ الذكي ذاته، وإنما إر الشوض الطبيعي أو الاعتباري الذي قاـ لا تُسند الدسلولية الجنائ

 .بتشغيله أو برلرته، في حاؿ ثبوت العلم قلدواطر أو الإهماؿ الجسيم في الرقابة

 الباب الثالث: تنظيم العقود الذكية

 (: حجية العقود الذكية7المادة )
تعُتبر العقود الذكية نافذة وملزمة قانونًا إذا استوفت أركاف العقد الدننوص عليشا في القانوف الددني، وثبُِت  

 .تن،يذها بواسطة ن اـ آمن ومُعتمد

 (: متطلبات العقود الذكية8المادة )
 :يجب أن تتضمن العقود الذكية العناصر التالية 

 .بياف دقي  لأطراؼ العقد وص،تشم .1

 .لخوارزمية الدستودمة وطريقة عملشاتعريف ا .0

 .وسيلة مراجعة العقد أو الاعتًاض عل  نتائج التن،يذ الآلي .3

 .جشة التد ل البشري الدسلولة عن تسوية الأعطاؿ .4

 الباب الرابع: الإطار التنظيمي

 (: الهيئة الوطنية لتنظيم الذكاء الاصطناعي9المادة )
  "الذيئة الوطنية لتن يم الذكاء الاصطناعي"، تتبع رئاسة الوزراء تنُشأ سوجب هذا القانوف هيئة وطنية تُسم 

 :في الدولة، وتنُاط بها الدشاـ التالية
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 .إصدار التًا يض لدطوري ومشغلي الأن مة الذكية .1

 .مراجعة ومراقبة أداء الأن مة الذكية العاملة في الدولة .0

 .نلةالتنسي  مع القضاء والجشات الرقابية بشأف الدنازعات ذات ال .3

 .إصدار تقارير فنية دورية ورفع توصيات تشريعية .4

 الباب الخامس: أحكام ختامية

 (: اللاحئحة التنفيذية11المادة )
( يومًا من تاريخ صدور ، وتُحدد 92تندر اللائحة التن،يذية لذذا القانوف بقرار من لرلس الوزراء  لاؿ ) 

 .فيشا الت،اصيل التقنية والإدارية اللازمة لتطبيقه

 (: النشر والعمل به 11المادة )
 .يعُمل بهذا القانوف من تاريخ نشر  في الجريدة الرسمية، ويلُغ  كل حكم يُخال،ه

 

 .السلطة التشريعية الدوتنة
 
 
 
 
 
 
 
 

  :…………………صدر في 
 :………………… الدواف 
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 الآثار القانونية الدترتبة عن استخدامات الذكاء الاصطناعي

Legal implications of the use artificial intelligence 
 عوسات تاكليت
Aoussat taklit 
 .الجزائر، جامعة زياف عاشور. الجلفة

 aoussattaklit@gmail.com 
Universty Ziane Achour. Djelfa, Algeria, aoussattaklit@gmail.com 

  

 :ملخص

صاغ مكارثي ، إفّ جوف مكارثي ىو أحد الآباء الدؤسستُ للذكاء الاصطناعي إلى جانب الاف تورينغ ومارفن ومانسكي
والذكاء الاصطناعي في القانوف ، 1956الشهتَ سنة  ونظم مؤبسر داربسورث 1955مصطلح الذكاء الاصطناعي في عاـ 

ىو تطبيق تقنيات الذكاء الاصطناعي لتحستُ العمليات القانونية من حيث الكفاءة وتوفتَ التكاليف، ويتضمن على 
اف وقد يرتب الذكاء الاصطناعي عدة آثار على القانوف سواء ك، إدارة الدستندات وبرليل العقود والتنبؤ بنتائج القضايا

 القانوف الخاص والعاـ؛ حيث ساىم في تسيتَ وبرستُ العديد من الدشاكل.

برستُ العمليات القانونية، علاقة الذكاء الاصطناعي بالقانوف، آثار الذكاء الاصطناعي على  الكلمات الدفتاحية:
 .مكانة الذكاء الاصطناعي في العدالة، الشخصية الدعنوية للذكاء الاصطناعي، القانوف

Abstract:  
John McCarthy is one of the founding fathers of artificial intelligence, along with Alan 

Turing and Marvin Mansky. 

McCarthy coined the term "artificial intelligence" in 1955 and organized the famous 

Dartworth Conference in 1956. 

Artificial intelligence in law is the application of artificial intelligence techniques to 

improve legal processes in terms of efficiency and cost savings. This includes 

document management, contract analysis, and case prediction. 

Artificial intelligence may have several implications for both private and public law, 

having contributed to the facilitation and improvement of many problems. 

Keywords: Improving legal processes; the relationship between artificial intelligence and 

law; the effects of artificial intelligence on law; The legal personnality of artificial 

intelligence; The place of artificial intelligence in justice. 
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 مقدمة:

 تعتبر الأطر القانونية ضرورية في أي لرتمع لأنّّا بركم سلوؾ الأفراد والدنظمات، وتوفر الأساس لإنقاذ القانوف.
العالم بفضل التقدـ الذائل في لراؿ الذكاء الاصطناعي برزت الحاجػة لوضػع أطػر قانونيػة ونظرا للتحولات التي عرفها 
 لتنظيم تطوير واستخداـ ىذه التقنية.

وقػػػد بػػػدأت العديػػػد مػػػن الػػػدوؿ والدنظمػػػات الدوليػػػة في وضػػػع التشػػػريعات وقػػػوانتُ تنظيميػػػة للػػػذكاء الاصػػػطناعي في 
انوف شػػامل للػذكاء الاصػطناعي يمخطػي لستلػف جوانػب اسػتخدامو بدػػا القضػاء، كالابرػاد الأوروا الػذي يعمػل علػى وضػع قػ

 فيو الجانب القضائي.
 وبناءا على ما تقدـ نصل إلى طرح الإشكالية التالية:

 ما ىي الآثار القانونية التي تنجز عن استخداـ الذكاء الاصطناعي؟
 لة في:ىذا السؤاؿ الرئيسي الذي تفرعت عنو لرموعة من الأسئلة الجزئية والدتمث

 ما ىو تعريف الذكاء الاصطناعي؟ ما ىي الدراحل التاريخية لنشأتو وتطوره؟
 ما ىي علاقة الذكاء الاصطناعي بالقانوف؟

 ما ىي الآثار القانونية الدتًتبة عن استخدامات الذكاء الاصطناعي؟
 وقد قمنا بتقسيم ورقتنا البحثية إلى:

 الدقدمة
 عيالمحور الأوؿ: ماىية الذكاء الاصطنا

 المحور الثاني: أهمية الإطار القانوني للذكاء الاصطناعي )التحديات، دوره في القضاء(
 المحور الثالث: الطبيعة القانونية للذكاء الاصطناعي

 المحور الرابع: تطورات الدسؤولية القانونية عن تطبيقات الذكاء الاصطناعي
 المحور الخامس: علاقة الذكاء الاصطناعي بالقانوف

 المحور السادس: قانوف الذكاء الاصطناعي الجديد في دوؿ الابراد الأوروا
 المحور السابع: التشريعات الدولية للذكاء الاصطناعي

 الخابسة
 المحور الأول: ماىية الذكاء الاصطناعي

اسػوبية الذكاء الصناعي أو الذكاء الاصطناعي أو الذكاء الصنعي ىػو سػلوؾ واصػائع معنيػة تتسػم برػا الػبرامج الح
ىػػػو تقنيػػػة ذات قػػػدرات حػػػل تشػػػبو قػػػدرات  AI، الػػػذكاء الاصػػػطناعي 1فتحػػػاكي القػػػدرات الذىنيػػػة البشػػػرية وا ػػػاط عملهػػػا

 الإنساف في حل الدشكلات.
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، مصػطلح يشػتَ إلى القػدرة علػى الػتحكم artificial intelligenceمفهوـ الػذكاء الاصػطناعي باللمخػة الإلصليزيػة 
ة الرقميػػة باسػػتخداـ جهػػاز حاسػػوب يقلػػد ويػػاكي العمليػػات الحركيػػة والذىنيػػة الػػتي تقػػوـ برػػا في أجهػػزة الروبػػوت أو الأجهػػز 
 2الكائنات الدتطورة كالإنساف.

يفسػػػر الػػػذكاء الاصػػػطناعي بانػّػػو قػػػدرة الآلػػػة علػػػى لزاكػػػاة العمػػػل البشػػػري وطريقػػػة عملػػػو، مثػػػل قدرتػػػو علػػػى التفكػػػتَ 
باستطاعتها القياـ بدهاـ أعقد؛ بحيث يمكنو من استكشاؼ واثبػات  والاستكشاؼ، ومع التطور الذائل للحاسوب تبتُ بأفّ 

النظػػريات الرياضػػية الدعقػػدة ولعػػب الشػػطرنج بدهػػارة عاليػػة، ويتميػػز بسػػرعة إلصػػازه للمهػػاـ بدقػػة عاليػػة، ويتصػػف بسػػعة بزػػزين  
 كبتَة.

 تبرمج في الآلة(.ومن اصائع الذكاء الاصطناعي )القدرة على التعلم والاستنتاج، رد الفعل على حالات لم 
 الفرع الأول: مفهوم الذكاء الاصطناعي

الػػذكاء الاصػػطناعي علػػى أنػّػو: تتعمليػػة تطػػوير  Compland, Pradfortيعػػرؼ كػػل مػػن كوبلانػػد و براودفػػوت 
أنظمة الحاسب الآلي؛ بحيث تكوف قادرة على أداء الدهاـ التي تتطلب عادة استخداـ الذكاء البشري مثل الادراؾ البصري، 

 3عرؼ على الكلاـ، صنع القرار والتًبصة تت.الت
ىنػاؾ تعريػػف آاػػر ىػػو: تت سػػلوؾ واصػػائع معينػػة تتسػػم برػػا بػػرامج الحاسػػب بذعلهػػا برػػاكي قػػدرات البشػػر الذىنيػػة 

 4وأ اط عملها، من أىم ىذه الخاصيات القدرة على التعلم والاستنتاج ورد الفعل على أوضاع لم تبرمج في الآلة تت.
كمػػا يشػػتَ الػػذكاء الاصػػطناعي إلى: تت الأنظمػػة الػػتي تعػػرض سػػلوكا ذكيػػا مػػن اػػلاؿ برليػػل بيئتهػػا وابزػػاذ الإجػػراءات 

بأنػّو: تت بنػاء  Marvin Lee Minskبدرجة معينة من الاستقلالية لتحقيػق أىػدافا لزػددة تت، وعرّفػو مػارفن لي مينسػكئي 
مػػن قبػل البشػر وذلػا لأنّّػػا تتطلػب عمليػات عقليػػة مرضػي  ازىػػا بشػكلبػرامج الكمبيػوتر الػتي تنخػػرط في الدهػاـ الػتي يػتم إلص

 5عالية الدستوى مثل التعلم الادراكي وتنظيم الذاكرة والتفكر النقديتت.
والػػذكاء الاصػػطناعي ىػػو أحػػد فػػروع علػػم الحاسػػوب، ويمكػػن تعريفػػو بأنػّػو: تت قػػدرة الآلات والحواسػػب الرقميػػة علػػى 

وتشابو تلا التي تقوـ برا الكائنات الذكية كالقػدرة علػى التفكػتَ أو الػتعلم مػن التجػارب السػابقة القياـ بدهاـ معينة براكي 
أو غتَىا من العمليػة الأاػرى الػتي تتطلػب عمليػات ذىنيػة، كمػا يهػدؼ الػذكاء الاصػطناعي إلى الوصػوؿ إلى أنظمػة تتمتػع 

الػػػتعلم والفهػػػم، ومػػػن بشػػػة فػػػ فّ الػػػذكاء  بالػػػذكاء الاصػػػطناعي وتتصػػػرؼ علػػػى النحػػػو الػػػذي يتصػػػرؼ بػػػو البشػػػر مػػػن حيػػػث
 6الاصطناعي ىو علم يهدؼ إلى وضع الآلات التي تقوـ بأشياء تتطلب ذكاء الانساف تت.

بأنوّ لا وجود لتعريف معتُ للذكاء الاصطناعي ويعرفو بأنػّو: تت بذميعػة  AI Nowوقد أقرت دراسة أصدرىا معهد 
القػدرات البشػرية تت، وتشػتَ التعريفػات العامػة لأنظمػة الػذكاء الاصػطناعي إلى  متنوعة من التقنيات الحديثة التي تعتمد علػى

 أنّّا: تت التقنيات التي يمكنها أداء ما يقوـ بو الانساف من أعماؿ ومهاـ تت.
 الفرع الثاني: نشأة وتطور الذكاء الاصطناعي
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التلاعػب الديكػانيكي للرمػوز، ومنػو ّ  حاوؿ الفلاسفة الكلاسكيوف وصف عملية التفكتَ الإنساني بأنّّػا عبػارة عػن 
ااػػتًاع جهػػاز الكمبيػػوتر الرقمػػي القابػػل للبرلرػػة في الأربعينيػػات مػػن القػػرف العشػػرين، وىػػي آلػػة تعتمػػد علػػى جػػوىر التفكػػتَ 

 الدنطقي الرياضي.
 مراحل أساسية: 03يمكن تقسيم الفتًات الزمنية لتطور الذكاء الاصطناعي إلى 

ببحثػو حػوؿ لعبػة الشػطرنج، وانتهػت بالعػالمش  1950نتهاء الحرب العالدية الثانية بػدأ العػالمش شػانوف بعد ا / الدرحلة الأولى:1
بسيػزت ىػذه الدرحلػة د ػاد حلػوؿ ل لعػاب وفػا الألمخػاز باسػتعماؿ الحاسػب، وأدّت  1963فيجت باووـ وفيلد ماف سػنة 

 7عوامل: 03إلى تطوير النمذجة الحسابية معتمدة على 
 لة البدائية للموضوع قيد البحث.بسثيل الحا 
 .ااتيار شروط إدراؾ الوصوؿ إلى النهاية 
 .لرموعة القواعد التي بركم حركة اللاعب بتحريا قطع الشطرنج على اللوحة 

وبػػدأ العلمػػاء استكشػػاؼ نّػػج جديػػد لبنػػاء الآلات الذكيػػة وتطػػور علػػم الػػتحكم الآلي عػػن طريػػق ااػػتًاع الحاسػػوب 
الرقمػػي وآلػػة يمكنهػػا لزاكػػاة عمليػػة التفكػػتَ الحسػػاا الإنسػػاني، وقػػد أسػػس ااػػاؿ الحػػديث لبحػػوث الػػذكاء الاصػػطناعي في 

 Marvin Lee Minsky ،Allenي ااصػػة واصػػبح قػػادة بحػػوث الػػذكاء الاصػػطناع 1956مػػؤبسر داربسػػوت عػػاـ 

Nevell ،Herbert Simon الػذي أسػس لستػبرات الػذكاء الاصػطناعي في معهػد ماساتشوسػتس للتكنولوجيػا وجامعػة ،
 .CMUكارينجي ميلوف وستانفورد 

، بػدأت في منتصػف السػتينات إلى منتصػف السػبعينات؛ حيػث قػاـ العػالمش الشاعريةيطلق عليها الدرحلة / الدرحلة الثاني: 2
منسػػكي بوضػػع نظػػاـ لفهػػم الجمػػل الإلصليزيػػة مثػػل القصػػع والمحػػادثات، وقػػاـ العالدػػاف ونسػػتوف وبػػراوف بتلخػػيع كػػل مػػا ّ  

لدشػاكل الػتي دراؾ صػعوبة بعػا اإعلمػاء الػذكاء الاصػطناعي في  فشػل MITتطويره في معهد ماساتشوسػتس للتكنولوجيػا 
 .1974واجهتهم في عاـ 

، بدأت في منتصف السبعينات وبسيزت بظهور التقنيات الدختلفة التي تعػا   الحديثةيطلق عليها الدرحلة  / الدرحلة الثالثة:3
عصػر كثتَ من التطبيقات التي أدت إلى انتقاؿ جزء كبتَ من الذكاء الإنساني إلى برامج الحاسبات، وتعتبر ىذه الفتًة ىي ال

الذىبي لازدىار ىذا العلم والتي أدت إلى ظهور كثػتَ مػن نظػم الػذكاء الاصػطناعي الحديثػة )النمذجػة الرمزيػة، ميكانيكيػات 
 8معا  القوائم، التقنيات الدختلفة للبرلرة(.

وفي أوائل الثمانينات شهدت أبحاث الذكاء الاصطناعي لصاحات من الاؿ برامج الػذكاء الاصػطناعي الػتي برػاكي 
حقػػق  21، وفي التسػػعينيات وأوائػػل ؽ 1985الدعرفػة والدهػػارات التحليليػػة لواحػػد أو أكثػر مػػن الخػػبراء البشػػريتُ بحلػوؿ عػػاـ 

الػػػذكاء الاصػػػطناعي لصاحػػػات أكػػػبر؛ حيػػػث اسػػػتخدـ في اللوجسػػػتية )اسػػػتخراج البيػػػا ت والتشػػػخيع الطػػػبي والعديػػػد مػػػن 
 ااالات(.
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على درجة عالية من التخصع والتقنية، وبسكنت قوقل مػن تقػد  أصبحت أبحاث الذكاء الاصطناعي  21وفي ؽ 
والػتي  جوومػن ىزيمػة الكػوري الجنػوا لي سػيدوؿ بطػل العػالم في لعبػة  2016الػذي بسكػن سػنة  Alpha goبر لرهػا الرائػد 

 تعتبر أصعب واعقد من الشطرنج.
 9تي يواجهها ودوره في القضاءالمحور الثاني: أهمية الإطار القانوني للذكاء الاصطناعي والتحديات ال

 أولا: أهمية الإطار القانوني
 يهدؼ الإطار القانوني للذكاء الاصطناعي إلى برقيق عدة أىداؼ أساسية:

وذلا من الاؿ ضماف أف يتم استخداـ الذكاء الاصطناعي بطريقة آمنػة ومسػؤولة وبذنػب التطبيقػات حماية المجتمع:  (1
 ن العاـ.التي قد تهدد حقوؽ الانساف أو الأم

 ببناء ثقة ااتمع من الاؿ ضماف الشفافية والدساءلة في استخدامها.تعزيز الثقة:  (2
 من الاؿ توفتَ بيئة قانونية تشجع الشركات والدؤسسات على الاستثمار. تشجيع الابتكار: (3
من الاؿ وضػع مبػادئ أالاقيػة بركػم تطػوير واسػتخداـ الػذكاء الاصػطناعي كالعدالػة  معالجة التحديات الاخلاقية: (4

 والدساواة...
 إفّ وضع إطار قانوني للذكاء الاصطناعي قد تواجهو بعا التحديات لعل أبرزىا:

 :إفّ التطور الدتسارع في لراؿ الذكاء الاصطناعي يتطلب مرونة كبتَة في القوانتُ واللوائح. سرعة التطور التكنولوجي 
 :من أجل وضع إطار قػانوني فعػاؿ لابػد مػن وجػود اػبرات متخصصػة وفهػم عميػق للتقنيػات الدسػتخدمة  تعقيد التقنية

 في الذكاء الاصطناعي.
 :عي علػى العديػد مػن القطاعػات وىػذا مػا يتطلػب تنسػيق الجهػود يؤثر الػذكاء الاصػطنا التأثير على مختلف القطاعات

 بتُ لستلف الذيئات والدؤسسات.
 :إفّ الااتلاؼ في الدعايتَ الأالاقية بتُ الدوؿ والثقافات  عػل مػن الصػعب التوصػل إلى  الاختلافات الثقافية والقيم

 إطار قانوني عالدي موحد.
 وضع إطار قانوني للذكاء الاصطناعي ثانيا: التحديات التي يواجهها

 :نظرا للتطور الدتسارع في لراؿ الذكاء الاصطناعي بات من الضروري أف تكوف ىناؾ مرونة   سرعة التطور التكنولوجي
 كبتَة في القوانتُ واللوائح.

 :صة.لوضع إطار قانوني فعاؿ وفهم عميق للتقنيات الدستخدمة وجب إ اد ابرات متخص تعقيد التقنية 
 :نظػػرا لتػػأثتَ الػػذكاء الاصػػطناعي علػػى العديػػد مػػن القطاعػػات اسػػتدعى ذلػػا تنسػػيق  التووأثير علووى مختلووف القطاعووات

 الجهود بتُ لستلف الدؤسسات والذيئات الدعنية.
 :نظرا للااتلاؼ بتُ الثقافات والقيم، ىذا ما جعل من الصعب التوصل إلى إطار قانوني  الاختلافات الثقافية والقيم
 الدي موحد.ع
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 ومن أبرز الجوانب التي  ب أف يمخطيها الإطار القانوني للذكاء الاصطناعي:
 

  ب برديد تعريف شامل ودقيق للذكاء الاصطناعي تعريف واضح للذكاء الاصطناعي

 الدسؤولية القانونية
برديد آلية واضحة لتحديد الدسؤولية القانونية في حالػة وقػوع اضػرار 

 أنظمة الذكاء الاصطناعينتيجة استخداـ 

 بضاية البيا ت والخصوصية
 ب وضح قواعد صارمة لحماية البيا ت الشخصية التي يتم بصعها 

 بواسطة أنظمة

 التحيز في الذكاء الاصطناعي
 ػػػػػب وضػػػػػع آليػػػػػات للكشػػػػػف عػػػػػن التحيػػػػػزات في أنظمػػػػػة الػػػػػذكاء 

 الاصطناعي ومعالجتها

 الأمن السيبراني
الاصػطناعي مػن الذجمػات السػيبرانية الػتي   ب بضاية أنظمة الػذكاء

 قد تستهدفها

 الآثار الاجتماعية والاقتصادية
 ػػػػػب تقيػػػػػيم الآثار الاجتماعيػػػػػة والاقتصػػػػػادية للػػػػػذكاء الاصػػػػػطناعي 

 ووضع سياسات للتخفيف من الآثار السلبية

 الحقوؽ الدلكية الفكرية
والدنتجات الػتي  ب برديد حقوؽ الدلكية الفكرية الدتعلقة بالأنظمة 

 تعتمد على الذكاء الاصطناعي
 

 الإطار القانوني للذكاء الاصطناعي، برديات وتطورات مستقبلية، موقع الكتًوني مذكور سابقا، تاريخ  الدصدر: 
 .18H28، على الساعة 15/05/2025الاطلاع           

 ثالثا: دور الذكاء الاصطناعي في القضاء
والبيػػا ت الضػػخمة دورا لزػػوريا في سػػتَ العدالػػة، ومػػن أبػػرز الأدوار الػػتي يلعبهػػا الػػذكاء الاصػػطناعي في تلعػػب الخوارزميػػات 

 القضاء.
يستخدـ الذكاء الاصطناعي لتحليل كميات ىائلة مػن البيػا ت القانونيػة بدػا فيهػا الأحكػاـ  :تحليل البيانات القانونية (1

 القضاة والمحامتُ على ابزاذ قرارات أكثر سرعة.القضائية السابقة، التشريعات والعقود لشا يساعد 
يمكن ل نظمة القائمة على الذكاء الاصػطناعي توقػع نتػائج القضػايا بنػاءا علػى برليػل البيػا ت : التنبؤ بنتائج القضايا (2

 التاريخية لشاّ يساعد على تقييم فرص لصاح القضايا.
وتطبيقػات تسػاعد الأفػراد علػى الوصػوؿ إلى الدعلومػات  يوفر الذكاء الاصػطناعي أدوات تسهيل الوصول إلى العدالة: (3

 القانونية والخدمات القانونية بسهولة أكثر.
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يستخدـ الذكاء الاصطناعي في برليل الأدلة الجنائية كالصور والفيديوىات للكشػف عػن الجػرائم  التحقيق في الجرائم: (4
 وبرديد الجناة.

 الاصطناعيالمحور الثالث: الطبيعة القانونية للذكاء 
مػػن الضػػروري برديػػد الطبيعػػة القانونيػػة للػػذكاء الاصػػطناعي إف كػػاف يمكػػن الاعػػتًاؼ بالشخصػػية القانونيػػة أولا لأفّ 
الشخصػػػية القانونيػػػة يعػػػتًؼ برػػػا، إمػػػا ل نسػػػاف أو ل شػػػخاص الدعنويػػػة العامػػػة أو الخاصػػػة، وبالنسػػػبة للػػػذكاء الاصػػػطناعي 

 فااتلفت الآراء الفقهية حوؿ ذلا.
 لرأي الدعارض للاعتراف بالشخصية القانونية للذكاء الاصطناعيأولا: ا

 من بتُ الدبررات التي استند عليها فقهاء الرأي الرافا لفكرة الاعتًاؼ بالشخصية القانونية للذكاء الاصطناعي
 الاعتًاؼ برػا  اعتبار أفّ الذكاء الاصطناعي لم تصل تقنياتو وبرلرتو لدرجة ذكاء الإنساف، كما يصعب على التشريعات

وفرصػػػة مػػػن الدصػػػنعتُ للهػػػروب مػػػن  M. Bourgeoisلأفّ ذلػػػا قػػػد يػػػؤدي إلى الكثػػػتَ مػػػن الدخػػػاطر مػػػن بيػػػنهم الفقيػػػو 
 10مسؤولياتهم.

 وهمػػػػا وفقػػػػا للقػػػػانوف الدػػػػدني الجزائػػػػر  11القػػػانوف الدػػػػدني في معظػػػػم دوؿ العػػػػالم لا يعػػػػرؼ نػػػػوعتُ مػػػػن الأشػػػخاص القانونيػػػػة
ؽ ـ ج الػتي تػنع: تت تبػدأ شخصػية الإنسػاف بتمػاـ ولادتػو حيػا  25وفقػا لػنع الدػادة  )الشخع الطبيعي الػذي يولػد حيػا

 12وتنتهي بدوتو تت، على أفّ الجنتُ يتمتع بالحقوؽ التي يددىا القانوف بشرط أف يولد حيا.
ى: ؽ ـ ج التي تنع علػ 50الاعتًاؼ بالشخصية الاعتبارية أو الدعنوية والتي يكوف وفقا لشرط حسب نع الدادة 

تت يتمتع الشخع الاعتباري بجميع الحقيق إلاّ ما كاف منها ملازما لصػفة الانسػاف وذلػا في الحػدود الػتي يقرىػا القػانوف تت، 
لذػم الحػق في التمتػع بالشخصػية الدعنويػة وىػذا مػا ذىػب إليػو التشػريع الدصػري ؽ ـ ج الأشخاص الػذين  49وأكدت الدادة 

 وغتَه من التشريعات.
  الذكاء الاصطناعي لررد وسيلة يستعملها الشخع الطبيعي أو الاعتباري في احتياجاتو، أي أفّ الذكاء الاصػطناعي لا

 13يمكن التعبتَ عن ارادتو الذاتية.
  الاعتًاؼ بالشخصية القانونية ينجر عنو التمتع بدجموعة من الحقوؽ )الزواج، الذمة الدالية، الجنسية، الدوطن( وىذا أمر

 بالنظر للذكاء الاصطناعي. صعب
 ثانيا: الرأي الدؤيد للاعتراف بالشخصية القانونية للذكاء الاصطناعي

 يستند أصحاب الرأي الدؤيد للاعتًاؼ بالشخصية القانونية للذكاء الاصطناعي على:
 ،التكلم، التعبتَ عػن  الذكاء الاصطناعي يتمتع بقدرات وذكاء فائق وىو دائما في تطور حتى أنوّ وصل إلى درجة التعلم

 مشاعره وابزاذ القرارات بنفسو.
  على الصعيد القانوني بسنح الشخصية القانونية ل شخاص الاعتبارية وىي ليست ببشػر فالشخصػية القانونيػة لا تقتصػر

 على الإرادة والادراؾ وعلى الصفة الإنسانية بل نتجاوز لتضم القيمة الاجتماعية.
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دني الدقػػارف لػػيس البشػػر ىػػم الوحيػػدين في ااتمػػع الدمنوحػػة لذػػم الشخصػػية القانونيػػة، إّ ػػا ووفقػػا لأحكػػاـ القػػانوف الدػػ
منحت أيضا للشركات والجمعيات والأوقاؼ، وفي القػانوف الأمريكػي منحػت لػبعا الدواقػع الطبيعيػة مثػل جبػل )تارا كػي( 

 خاص لكن ليس كل الأشخاص بشر((وغابة )أوريورا( في نيوزيلاندا استنادا إلى فكرة )) كل شخع البشر ىم أش
 المحور الرابع: تطورات الدسؤولية القانونية عن تطبيقات الذكاء الاصطناعي

تظهػػر تطػػورات الدسػػؤولية القانونيػػة عػػن تطبيقػػات الػػذكاء الاصػػطناعي مػػن اػػلاؿ تطػػور مفهػػوـ الشخصػػية القانونيػػة 
 متطلبات الذكاء الاصطناعي.لأجهزة الذكاء الاصطناعي وتكييف قواعد الدسؤولية القانونية مع 

 أولا: تطور مفهوم الشخصية القانونية لأجهزة الذكاء الاصطناعي
يمكػػن اعتبػػار أجهػػزة الػػذكاء الاصػػطناعي كائنػػا متميػػزا، والشخصػػية القانونيػػة تعػػد اقػػرارا قانونيػػا ولػػيس ابتكػػارا قانونيػػا 

 14لافتًاض.
 

الشػخع الطبيعػي يخولػو العديػد مػن الحقػوؽ، لػذا  ػب  إفّ منح الشخصية القانونية للذكاء الاصطناعي مثلو كمثػل
التميز بتُ الشخصية الإنسانية الػتي تثبػت ل نسػاف علػى غػرار الشػخع الاعتبػاري، كمػا أقػر القػانوف الدػدني الفرنسػي مركػزا 

 15قانونيا جديدا للحيواف.
ا مػن الوجػود الدػادي الدلمػوس أمّا بخصوص الإقػرار بوجػود الشخصػية القانونيػة لأجهػزة الػذكاء الاصػطناعي، فانطلاقػ

 للشخع الطبيعي والوجود الاعتباري غتَ الدلموس للشخع الدعنوي.
يمكن اعتبار الروبوتات الدستقلة ذاتيا أشخاصػا الكتًونيػة مسػؤولة عػن تعػويا كافػة الأضػرار الػتي تلحػق بالمخػتَ، أي 

ا إلى الذكاء الاصػطناعي وتطبيقاتػو بطريقػة مباشػرة ، الدشرع الجزائري لم يشر اطلاق16الاعتًاؼ بالشخصية القانونية للروبوت
 18/05.17في إطار تنظيم الدعاملات الالكتًونية لا سيما قانوف التجارة الالكتًونية رقم 

ابذو أنصار الاعتًاؼ بالشخصية القانونية لأجهزة الذكاء الاصطناعي للتمكن مػن مسػاءلتهم عػن فعلهػا الشخصػي 
ر التي تنجم عن أفعالو من الاؿ إقرار ذمة مالية ااصة برػا يػتم تعػويا تلػا الأضػرار منهػا إلى برملو الدسؤولية عن الأضرا

 18مباشرة.
الابذاه الثاني أقرّ أفّ الدسؤولية لا تثبت إلا ل نساف الطبيعي ولا يمكن ثبوتها للذكاء الاصػطناعي، وىػذا لعػدـ قابليػة 

الاصطناعي مع مبدأ شرعية الجرائم والعقوبات، والذدؼ من العقوبة الجزاءات للتطبيق، إضافة لتعارض اسناد الجريمة للذكاء 
 19ىو الردع العاـ والخاص، وىو ما لا يمكن تطبيقو على أجهزة الذكاء الاصطناعي.

وقد ابذو رأي من الفقو الطبي الدختع في علم الدماغ والأعصػاب بأفّ تقليػد الػذكاء الاصػطناعي للمنهجيػة البشػرية 
القػػرار  عػػل مػػن التفسػػتَ القػػانوني ضػػعيفا وقاصػػر، وىػػو مػػا ابذػػو اليػػو البرلدػػاف الأوروا؛ حيػػث تبػػتٌ قواعػػد في التفكػػتَ وابزػػاذ 

للقانوف الددني في لراؿ أنظمة الذكاء الاصطناعي ولزاولة منحها الخاصػية القانونيػة الافتًاضػية واعتبارىػا أشخاصػا الكتًونيػة 
، وىذا ما 20لا من التمسا بدساءلة مصمميها أو مالكيها أو مستعمليهامسؤولة عن تعويا الأضرار التي تسببها للمختَ بد
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طبقتو ولاية )نيفادا الأمريكية( من الاؿ اعتًافها لأنظمة الذكاء الاصػطناعي بػبعا سػلطات الشػخع الاعتبػاري بطريقػة 
ذمػػة ماليػػة ضػػمنية مػػن اػػلاؿ ااضػػاعها لإجػػراءات القيػػد في سػػجل اػػاص ّ  إنشػػاؤه لذػػذا المخػػرض، إضػػافة إلى بزصػػيع 

 21ااصة بالتأمتُ عليها والتعويا عن الأضرار التي تسببها للمختَ.
البرلدػػاف الأوروا قػػػد اقػػػتًح مػػػنح الشخصػػػية القانونيػػػة للروبػػوت الأكثػػػر اسػػػتقلالية فػػػبعا الػػػدوؿ منحػػػت الشخصػػػية 

خع أو جهػػة لزػػػددة القانونيػػة )روبػػوت صػػوفيا(، وعلػػل البرلدػػػاف ىػػذا الاقػػتًاح بسػػبب الحاجػػة لإسػػػناد الأفعػػاؿ الضػػارة لشػػ
ليتحمل الدسؤولية وتعويا الضرر عما أصابو من ضرر، ويستثتٌ من ىذه الحالات التي يقع فيها الضرر سػبب الإهمػاؿ مػن 
مستعمل الروبوت الذكي نفسػو والػذي يتعمػد إعطائػو أوامػر غػتَ صػحيحة أو لتلقينػو إياه سػلوكا منحرفػا مػن شػأنو التسػبب 

 22بأضرار بالمختَ.
  التي تواجو الذكاء الاصطناعي كمفهوم ضمن الناام القانونيثانيا: القضايا

إفّ إدراج الذكاء الاصطناعي في الإطار القانوني أمر معقد ااصػة فيمػا يتعلػق بالدسػؤولية، لػيس للػذكاء الاصػطناعي 
الاعتباريػػة الػػتي  تعريػػف قػػانوني مػػانع وجػػامع بػػل تتمخػػتَ طبيعتػػو بتمخػػتَ التطػػورات التكنولوجيػػة، وبالتػػالي فػػ فّ مسػػألة الشخصػػية

 23يرغب البعا في منحها لو تبدو غتَ منسجمة مع الواقع على الصعيد الفتٍ.
 24/ الذكاء الاصطناعي مفهوم ذات معنى متحرك يفتقر لإجماع تشريعي:1

، لػذلا فػ فّ برديػد مفهػوـ الػذكاء 25من الصعب إ اد تعريف قانوني موحد للذكاء الاصطناعي لأنػّو في تطػور دائػم
ي من الناحية القانونية أمر معقد، وعلى كل مشػرع أف يقػوـ بتحديػد مكػو ت ىػذا الأاػتَ علػى غػرار مػا قػاـ بػو  الاصطناع

 كل من الدشرع الأمريكي والدشرع الأوروا.
قامت الولايات الدتحدة من الاؿ برديػد الدكػو ت التقنيػة والعمليػات الخوارزميػة بالتشػريع، ومػن جهتػو نظػر عمليػة 

 برديد ما ىو من صميم الذكاء الاصطناعي وما ىو ليس كذلا. وجعلت من الدمكن
، ونظػػر لعػػدـ وجػػود 26وأشػػارت الدفوضػػية الأوروبيػػة إلى الدفػػاىيم الأالاقيػػة والإنسػػانية بػػلاد مػػن الدفػػاىيم التكنولوجيػػة

و في النظػاـ تعريف جامع للذكاء الاصطناعي ف نوّ يعتبر كموضوع قػانوني غػتَ لزػدد وىػذا مػا يسػتدعي برديػد موقػع اندماجػ
 القانوني ككائن أو كشخصية قانونية.

 
 / الحاجة إلى تحديد الدسؤولية عن الدنتجات الدعيبة من أجل دمج الذكاء الاصطناعي بشكل كامل2

ياوؿ الدتخصصوف القانونيتُ في لراؿ الذكاء الاصطناعي ااضاعو إلى نظػاـ الدسػؤولية عػن الدنتجػات الدعيبػة كنظػاـ 
مػػن قبػػل الدفوضػػية الأوروبيػػة الػػتي أوضػػحت أفّ الدسػػؤولية عػػن  1988 الاعػػتًاؼ برػػذا الدفهػػوـ في سػػنة مسػػؤولية مدنيػػة، و ّ 

الدنتجات الدعيبة تنطبق على البرلريات، ثّم إفّ الدنتوج يكوف معيبا عندما لا يوفر السلامة التي يمكن توقعها بشكل مشػروع، 
بالإضػػافة إلى عػػبء الاثبػػات الػػذي  27 تعمػػل بالػػذكاء الاصػػطناعيأي أفّ الضػػرر الػػذي مػػن المحتمػػل أف تسػػببو الأجهػػزة الػػتي

 يقع على عاتق مقدـ الطلب.
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 / الدسؤولية الددنية عن اضرار الاستخدام غير الدشروع لأعمال الذكاء الاصطناعي:3
را يلتػزـ القاعدة العامة للمسؤولية الددنية في القانوف الددني الجزائػري تعتػبر كػل مػن ارتكػب اطػأ للمخػتَ وسػبب لػو ضػر 

 03مػػػن القػػػانوف الدػػػدني الجزائػػػري، ويشػػػتًط لقيػػػاـ الدسػػػؤولية الددنيػػػة تػػػوفر  124بالتعػػػويا اسػػػتنادا إلى أحكػػػاـ نػػػع الدػػػادة 
عناصػػر )الخطػػأ، الضػػرر، العلاقػػة السػػببية(، وبالتػػالي فػػ فّ أسػػاس قيػػاـ الدسػػؤولية الددنيػػة ببعػػديها التعاقػػدي والتقصػػتَي يوجػػب 

 28.التعويا عن الضرر حاؿ برققو
يعػػتًؼ أفّ مالػػا الشػػيء ىػػو حارسػػو مػػالم يثبػػت عكػػس ذلػػا، أي أنػّػو  1242والتقنػػتُ الدػػدني الفرنسػػي في مادتػػو 

يلقي عبء تعويا الأضرار النابذة عن الشيء على حارسو مقابل السلطات التي يملكها بذاىو باستعمالو والتوجيو والرقابة 
 من القانوف الددني الجزائري )الاستعماؿ، التسيتَ ورقابة الشيء(. 138عليو على غرار الدشرع الجزائري الذي نع في الدادة 

من الصعب الاعتمػاد علػى نظريػة الدسػؤولية علػى فعػل الأشػياء كأسػاس للمسػؤولية الددنيػة عػن اضػرار أجهػزة الػذكاء 
رار النابصػػة عػػن الاصػػطناعي، لػػذا كػػاف مػػن الضػػروري التوجػػو لضػػو تطبيػػق نظػػاـ الدسػػؤولية عػػن فعػػل الدنػػتج الدعيػػب عػػن الأضػػ

 الذكاء الاصطناعي.
 / الدسؤولية الجزائية عن جرائم الذكاء الاصطناعي:4

يقصد بالدسؤولية الجزائية باعتبارىا مسؤولية قانونية ثبوت الجريمة علػى شػخع ارتكػب فعػلا غػتَ مشػروع توقػع عليػو 
 29العقوبة الدستحقة والدقررة قانو .
 الاصطناعي بالقانونالمحور الخامس: علاقة الذكاء 

أصػػبح الػػذكاء الاصػػطناعي صػػدى كبػػتَ في لرػػاؿ القػػانوف مػػن اػػلاؿ اسػػتخدامو والآثار الدلموسػػة الػػتي تنجػػر عنػػو، 
تستعمل الذيئات القضائية في بصيع دوؿ العالم الذكاء الاصطناعي سواء في ميداف العدالػة أو بػتُ المحػامتُ كالعدالػة الجنائيػة؛ 

اعي في لرػاؿ التحقيػق للحصػوؿ علػى الدعلومػات الخاصػة بالقضػايا مػن اػلاؿ البيػا ت الػتي حيث يستخدـ الذكاء الاصطن
 30يوفرىا الذكاء الاصطناعي، ويظهر الذكاء الاصطناعي في لراؿ القانوف في:

 / الذكاء الاصطناعي في مجال المحاماة:1
م وىػػػػذا نظػػػػرا لكثػػػػرة القضػػػػايا ىنػػػػاؾ العديػػػػد مػػػػن المحػػػػامتُ يسػػػػتخدموف الػػػػذكاء الاصػػػػطناعي كوسػػػػيلة للقيػػػػاـ بدهػػػػامه

والدعلومات والبيا ت الخاصة برذه القضايا؛ حيث أفّ ىناؾ العديد من المحامتُ يعتمدوف عليو لتنظيم معلومػاتهم وللحصػوؿ 
على بيا ت الددعتُ، وىذا يسػاعد في سػرعة البحػث ودقتػو وتػوفتَ الوقػت وىػذا مػن اػلاؿ الاعتمػاد علػى تطبيقػات رقميػة 

 31في القياـ بدعظم أعمالذم القانونية.يعتمدوف عليها 
 / الآثار القانونية الدترتبة على استخدامات الذكاء الاصطناعي:2

من الدمكن أف يدث العديد من الأاطاء والأضرار وحتى ارتكاب الجرائم التي تقع ضمن الدسؤولية الددنيػة والجنائيػة 
 قياـ ببعا الدهاـ دوف تدال من الانساف بصفة ذاتية.وىذا بدا أنوّ دمكانية ابزاذ القرارات بصفة منفردة وال



226 
 

الدسؤولية العقدية ىي: تت تلػا الدسػؤولية الػتي تتًتػب علػى لسالفػة التػزاـ أ. الدسؤولية العقدية في مجال الذكاء الاصطناعي: 
الضػراؼ في السػلوـ لا يقػوـ تعاقدي )كامتناع البائع عن تسليم الدبيع للمشتًي تت، ومعيػار الدسػؤولية العقديػة   برديػده بأنػّو 

، و ػػب تػػوافر أركػػاف الدسػػؤولية 32بػػو الرجػػل الدعتػػاد إذا وجػػد في ظػػروؼ مشػػابرة للظػػروؼ المحيطػػة بالدػػدين مػػن حيػػث أركانّػػا
العقدية لتحقيق الدسؤولية على لسالفة التزاـ تعاقدي بتُ الأطراؼ، وبالتالي استحقاؽ التعويا عن الضرر الناجم عػن ىػذه 

 الدخالفة.
وتتمثػػل أركػػاف الدسػػؤولية العقديػػة في )الخطػػأ العقػػدي ض التعػػدي، الضػػرر ض، العلاقػػة السػػببية بػػتُ الخطػػأ والضػػرر(، وفي 

أركػاف  03لزاولة تكييف قواعد الدسؤولية العقدية على الجوانب الدتعلقة بعمليات الذكاء الاصطناعي لصػد أنػّو يسػتلزـ تػوافر 
لجهػػػة الدنتجػػػة لذلػػػة الذكيػػػة للالتػػػزاـ الدنػػػوط برػػػا بدوجػػػب العقػػػد، التػػػأاتَ في تنفيػػػذ )الخطػػػأ العقػػػدي الدتمثػػػل في عػػػدـ تنفيػػػذ ا

 الالتزامات أو التنفيذ الدعيب أي السلوؾ الصادر عن الآلة المحدث للضرر:
 .الضرر الواقع بالدضرور على أثر برقيق الخطأ العقدي 
 .العلاقة السببية في أفّ الضرر سبب الخطأ العقدي 

لخطأ في نظػاـ مسػؤولية الشػخع عػن فعػل نفسػو في نظػاـ الدعػاملات الددنيػة السػعودي تػنع علػى أفّ: تت إفّ فكرة ا
 الأفعاؿ الضارة تكوف صادرة من الشخع نفسو تت.

إفّ روبوتات الذكاء الاصػطناعي  ب. الدسؤولية الجنائية على تقنيات الذكاء الاصطناعي وفق الأنامة والقواعد العامة:
ستخدـ في لرموعة واسعة من التطبيقػات في الصػناعة، الخػدمات العسػكرية، الخػدمات الطبيػة وفي العلػوـ وبرالرو أصبحت ت

 وفي الألعاب.
ولفػػرض الدسػػؤولية الجنائيػػة في توقيػػع الجػػزاء الجنػػائي بػػدأ التفكػػتَ فيمػػا إذا كػػاف الػػذكاء الاصػػطناعي يتحمػػل الدسػػؤولية 

لدسػؤولية الجنائيػة علػى شػخع مػا  ػب أف يتحقػق عنصػرين )العنصػر الجنائية عػن جريمػة معينػة ارتكبػت، ومػن أجػل فػرض ا
الخػػارجي ض الػػواقعي أي السػػلوؾ الاجرامػػيض، العنصػػر الػػداالي ض العقلػػي أي برقػػق الدعرفػػة أو العقػػد بذػػاه ارتكػػاب السػػلوؾ 

 الاجرامي ض(.
د أفّ أعمالذا لا تنحصر على وبالنظر إلى الأعماؿ الصادرة عن تقنيات الذكاء الاصطناعي في الشبكة الدعلوماتية لص

 33الدعلومات الدتاحة، بل قد يتم ااتًاؽ أو تعدي إلى البرامج المحمية طبقا ل نظمة الخاصة بحماية حقوؽ الدؤلف.
نظػػػاـ حقػػػوؽ الدؤلػػػف الدخالفػػػات الدتعلقػػة بالتعػػػدي علػػػى الدؤلفػػػات الػػػتي يػػػتم انتهاكهػػػا مػػػن  121وقػػد نصػػػت الدػػػادة 

ديل لزتوى دوف اذف  شره أو اسػقاط حقػوؽ الدؤلػف، ويػتم تػداولذا علػى أسػاس أنّّػا أفكػار تقنيات الذكاء الاصطناعي )تع
 34توليدية صادرة من الذكاء الاصطناعي بينما ىي انتاج بشري   انتهاكو بدوف اذف مالكو.

 المحور السادس: قانون الذكاء الاصطناعي الجديد في دول الاتحاد الأوروبي
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علػػى تشػػريع علػػى الدسػػتوى العػػالدي لتنظػػيم الػػذكاء الاصػػػطناعي؛  2023إفّ دوؿ الابرػػاد الأوروا اتفقػػت في سػػنة 
تضػع قواعػد واضػحة لاسػتخداـ الػذكاء الاصػطناعي والػذي تػتم متابعػة تطبيقاتػو علػى مسػتوى العػالم  أصػبح أوؿ قػارةحيث 

ا التشػػػػريع الجديػػػػد قواعػػػػد تضػػػػمن نوعيػػػػة البيػػػػا ت مثػػػػل )ميتػػػػا( )غوغػػػػل( )مايكروسػػػػوفت( )أون أيػػػػو أي(، ويتضػػػػمن ىػػػػذ
 الدستخدمة في تطوير الخوارزميات والتحقق من أنّّا لا تنتها قوانتُ بضاية حقوؽ التأليف والنشر.

 
 
 
 
 
 
 
 
 

مػػن ىػػذا القػػانوف علػػى أفّ: تت  ػػب أف تتوافػػق أنظمػػة الػػذكاء الاصػػطناعي عاليػػة الدخػػاطر مػػع  08وقػػد نصػػت الدػػادة 
: تت  ػػب مراعػػاة المخػػرض الدقصػػود مػػن تطبيػػق الػػذكاء الاصػػطناعي 02صػػوص عليهػػا في ىػػذه الدػػادة تت، الدػػادة الدتطلبػػات الدن

تت، لػػػذلا  ػػػب علػػػى ىػػػؤلاء الأشػػػخاص البػػػدء في ابزػػػاذ  09عػػػالي الدخػػػاطر ونظػػػاـ إدارة الدخػػػاطر الدشػػػار إليهمػػػا في الدػػػادة 
 الخطوات التالية:

 مػن قػانوف الػذكاء الاصػطناعي والػتي تػنع  06لاصػطناعي لػديهم بدوجػب الدػادة تقييم الدخاطر الدرتبطة بأنظمة الػذكاء ا
 على قواعد التصنيف لأنظمة الذكاء الاصطناعي عالية الدخاطر.

 .رفع الوعي برذه الأنظمة واستخداماتها في لرالات عملها وتعريف الدوظفتُ لديهم بجميع جوانب ىذه التقنيات 
 من ىذا القانوف والػتي تػنع علػى: تت  09/7طابع أالاقي استنادا إلى نع الدادة  تصميم أنظمة ذكاء اصطناعي ذات

 ػب اجػراء ااتبػار أنظمػة الػذكاء الاصػطناعي عاليػة الدخػػاطر حسػب الاقتضػاء في أي وقػت اػلاؿ عمليػة التطػوير، وعلػػى 
 أي حاؿ قبل طرحها في السوؽ ...تت.

 من ىذا القانوف. 25/26/27/28اء الاصطناعي بدوجب الدواد اسناد الدسؤولية ل عماؿ الصادرة عن تقنيات الذك 
  مػػن القػػانوف الدػػذكور والػػتي تػػنع علػػى: تت  ػػب أف تهػػدؼ الرقابػػة البشػػرية إلى منػػع أو  14البقػػاء علػػى اطػػلاع دائػػم ـ

ي عػػالي تقليػػل الدخػػاطر علػػى الصػػحة والسػػلامة أو الحقػػوؽ الأساسػػية الػػتي قػػد تنشػػأ عنػػد اسػػتخداـ نظػػاـ الػػذكاء الاصػػطناع
 الدخاطر ... تت

  التأكد من وجود شفافية عالية الدعلومات الخاصة بالعملاء والدػوظفتُ والػتي   رصػدىا لأغػراض برسػتُ الخدمػة بدوجػب
... قػػد   تصػػميمها ؽ ـ والػػتي تػػنع: تت  ػػب علػػى مقػػدمي الخدمػػة التأكػػد مػػن أفّ أنظمػػة الػػذكاء الاصػػطناعي  52الدػػادة 
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الالذػػا اعػػلاـ الأشػػخاص الطبيعيػػتُ علػػى أنظمػػة الػػذكاء الاصػػطناعي بأنّّػػم يتفػػاعلوف مػػع نظػػاـ وتطويرىػػا بطريقػػة يػػتم مػػن 
الذكاء الاصطناعي ... اكتشػاؼ الجػرائم الجنائيػة ومنعهػا والتحقػق فيهػا وملاحقػة مرتكبيهػا مػالم تكػن تلػا الأنظمػة متاحػة 

 للجمهور ل بلاغ عن جريمة جنائية تت.
اف الأوروا قػػػانوف الػػػذكاء الاصػػػطناعي للابرػػػاد الأوروا، والػػػذي يعػػػد إلصػػػازا أصػػػدر البرلدػػػ 13/06/2024بتػػػاريخ 

تشػػريعيا ىامػػا يهػػدؼ إلى تنظػػيم اسػػتخداـ أنظمػػة الػػذكاء الاصػػطناعي في بصيػػع دوؿ الابرػػاد الأوروا وضػػماف سػػلامة وأمػػن 
 35ىذه الأنظمة وبضاية الحقوؽ الأساسية وتعزيز الابتكار في لراؿ الذكاء الاصطناعي.

يهدؼ ىذا القانوف إلى برستُ عمل السوؽ الداالية للابراد الأوروا من الاؿ وضع اطػار قػانوني موحػد وااصػة 
لتطوير ووضع وتشػمخيل واسػتخداـ أنظمػة الػذكاء الاصػطناعي في الابرػاد الأوروا، وتعزيػز اعتمػد الػذكاء الاصػطناعي الػذي 

والسػػلامة والحقػػوؽ الدنصػػوص عليهػػا في ميثػػاؽ الحقػػوؽ  يركػػز علػػى الانسػػاف مػػع ضػػماف مسػػتوى عػػاؿ مػػن الحمايػػة للصػػحة
الأساسية للابراد الأوروا )الديموقراطية وسيادة القانوف وبضاية البيئة والحماية من الآثار الضارة لأنظمة الػذكاء الاصػطناعي 

وني يضػػع قواعػػد أوؿ إطػػار قػػان 1689/2024عػػبر الحػػدود(، يعػػد قػػانوف الػػذكاء الاصػػطناعي اللائحػػة )الابرػػاد الأوروا( 
موحدة للذكاء الاصطناعي، أوؿ إطار قانوني شامل للذكاء الاصطناعي على مستوى العالم وتهدؼ ىذه القواعػد إلى تعزيػز 

 موثوقية الذكاء الاصطناعي في أوروبا.
ات يدد قانوف الذكاء الاصطناعي لرموعػة مػن القواعػد القائمػة علػى الدخػاطر لدسػتخدميو، وبالػرغم مػن أفّ التشػريع

 توفر بعا الحماية إلاّ أنّّا غتَ كافية لدعالجة التحديات التي تفرقها أنظمة الذكاء الاصطناعي.
 يدد قانوف الذكاء الاصطناعي أربعة مستويات من الدخاطر لأنظمة الذكاء الاصطناعي:

 
 
 
 
 
 
 
 
 
 
 

 يظر قانوف الذكاء الاصطناعي بشاني لشارسات وىي:/ مخاطر غير مقبولة: 1

Hight Risk  

Minimal Risk  
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 .التلاعب والخداع الضار القائم على الذكاء الاصطناعي 
 .الاستمخلاؿ الضار للثمخرات الأمنية القائمة على الذكاء الاصطناعي 
 .التقييم الاجتماعي 
 .التنبؤ بدخاطر الجرائم الجنائية الفردية 
 .الكشط غتَ الدستهدؼ ل نتًنت أو مواد كامتَات الدراقبة 
 .التعرؼ على الدشاعر في أماكن العمل والدؤسسات التعليمية 
 .التصنيف البيومتًي لاستنساخ بعا الخصائع المحمية 
 36ض انفاذ القانوف في الأماكن العامة التي يمكن الوصوؿ إليها.التعرؼ البيومتًي عن بعد لأغرا 
تصػنف حػالات اسػتخداـ الػذكاء الاصػطناعي الػتي قػد تشػكل لسػاطر جسػيمة علػى الصػحة والسػلامة  / عالية الخطوورة:2

 والحقوؽ الأساسية على أنّّا عالية الخطورة وتشمل:
 يويػػػة )النقػػػل(؛ حيػػػث أفّ فشػػػلها يػػػؤدي إلى تعػػػريا حيػػػاة مكػػػو ت سػػػلامة الػػػذكاء الاصػػػطناعي في البػػػتٌ التحتيػػػة الح

 الدواطنتُ وصحتهم للخطر.
 .)مكو ت السلامة القائمة على الذكاء الاصطناعي لدنتجات الذكاء الاصطناعي )تطبيق الجراحة 
 قيػػػيم حػػالات اسػػتخداـ الػػذكاء الاصػػطناعي في انفػػاذ القػػانوف والػػػتي قػػد تتػػداال مػػع الحقػػوؽ الأساسػػية ل شػػخاص )ت

 موثوقية الأدلة(.
 .)حالات استخداـ الذكاء الاصطناعي في إدارة الذجرة واللجوء ومراقبة الحدود )الفحع الآلي لطلبات التأشتَة 
  حلػػػوؿ الػػػذكاء الاصػػػطناعي الدسػػػتخدمة في إدارة العدالػػػة والعمليػػػات الديموقراطيػػػة )حلػػػوؿ الػػػذكاء الاصػػػطناعي لإعػػػداد

 أحكاـ المحكمة(.
  كاء الاصػػػطناعي الدسػػػتخدمة لتحديػػػد الذويػػػة البيومتًيػػػة عػػػن بعػػػد والتعػػػرؼ علػػػى الدشػػػاعر وتصػػػنيف البيػػػا ت أنظمػػػة الػػػذ

 الحيوية )نظاـ الذكاء الاصطناعي لتحديد ىوية السارؽ بأثر رجعي(.
فػاعلوف مثلا عند استخداـ أنظمة الذكاء الاصطناعي )روبوتات الدردشة(  ب توعية البشػر بأنّّػم يت / مخاطر الشفافية:3

مع آلة وعليهم ابزاذ قرار مػدروس، و ػب علػى مقػدمي اػدمات الػذكاء الاصػطناعي ضػماف إمكانيػة برديػد المحتػوى الدولػد 
 بواسطة الذكاء الاصطناعي وكذا تصنيف أنواع المحتوى بوضوح.

 عشوائي(.ويشمل تطبيقات )ألعاب فيديو الددعومة بالذكاء الاصطناعي أو مرشحات البريد ال / مخاطر ضئيلة:4
 37المحور السابع: التشريعات الدولية للذكاء الاصطناعي

يشهد العالم تطورات سػريعة في لرػاؿ التكنولوجيػا )الػذكاء الاصػطناعي(، وىػذا مػا يسػتوجب وضػع تشػريعات دوليػة 
الػػػذكاء مػػػن أجػػػل تنظػػػيم الػػػذكاء الاصػػػطناعي واللػػػوائح الجديػػػدة للػػػذكاء الاصػػػطناعي تهػػػدؼ إلى توجيػػػو وتنظػػػيم تطبيقػػػات 

 الاصطناعي بشكل أالاقي ومسؤوؿ مع التًكيز على بضاية البيا ت الشخصية وضماف العدالة الاجتماعية.



230 
 

وتشػػػمل التشػػػريعات الدوليػػػة للػػػذكاء الاصػػػطناعي لرموعػػػة مػػػن الدبػػػادئ والقػػػوانتُ الػػػتي بركػػػم في اسػػػتخداـ التقنيػػػات 
ماف الشػفافية والدسػاءلة في تطبيقػات الػذكاء الاصػطناعي، الذكية )تنظيم الاستخداـ في لرالات الطب، الأمن، التعلػيم، ضػ

 قوانتُ بضاية البيا ت الشخصية ...(.
 
 
 

 اللوائح الحديثة في مجال الذكاء الاصطناعي:
التشريعات الدوليػة للػذكاء الاصػطناعي ىػو أوؿ إطػار قػانوني شػامل بشػأف الػذكاء الاصػطناعي في العػالم، ىدفػو ىػو 

صػطناعي للحقػػوؽ الأساسػػية والسػػلامة مػن اػػلاؿ معالجػػة لسػػاطر  ػاذج الػػذكاء الاصػػطناعي، ومػػن احػتًاـ أنظمػػة الػػذكاء الا
 أىم ىذه اللوائح:

أصدرت الصتُ ىذه اللائحة والتي تنع علػى توحيػد  ل ماف في ادمات الذكاء الاصطناعي التوليدي: TC26إرشادات 
الػذكاء الاصػطناعي التوليػدي )الحصػوؿ علػى موافقػة صػرية  الدعايتَ الوثيقة الفنية حوؿ متطلبات الأماف الأساسية لخدمات

 لاستخداـ الدعلومات الشخصية، ضماف وجود آليات ل بلاغ عن الدلكية الفكرية(.
أصدرت الذنػد )وزارة الالكتًونيػات وتكنولوجيػا الدعلومػات(  بالدوافقة الدسبقة لدنتجات الذكاء الاصطناعي: Meityنصيحة 

نصيحة تتطلب من الوسطاء الحصوؿ على ترايع حكومي قبل طرح منتجات الذكاء الاصطناعي، و ب علػى الدنصػات 
 .Meityالتأكد من عدـ نشر لزتوى غتَ قانوني وتقد  تقارير تفصيلية إلى 

أصػدرت سػنمخافورة إرشػادات استشػارية بشػأف اسػتخداـ البيػا ت  اء الاصػطناعي:إرشادات سنمخافورة الجديدة لبيػا ت الػذك
 الشخصية من قبل أنظمة الذكاء الاصطناعي.

الػذي   اقػراره مػن قبػل البرلدػاف  AI regulationيهػدؼ قػانوف الػذكاء الاصػطناعي  :2024قػانوف الػذكاء الاصػطناعي 
ة والديموقراطيػػػة وسػػػيادة القػػػانوف والاسػػػتدامة البيئيػػػة مػػػن الػػػذكاء إلى بضايػػػة الحقػػػوؽ الأساسػػػي 13/03/2024الأوروا في 

 الاصطناعي عالي الدخاطر مع تعزيز الابتكار.
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 التحديات القانونية الدرتبطة بتحديد الذكاء الاصطناعي: 
 النظرة الشاملة على برديات الذكاء الاصطناعي تظهر فيما يلي:

حيث أفّ استخدامات الذكاء الاصطناعي يخلق مشػاكل جديػدة فيمػا يخػع قػانوف الدلكيػة  / منازعات الدلكية الفكرية:1
 الفكرية.

اعتماد الذكاء الاصطناعي على لرموعة كبتَة من البيػا ت للتػدريب والتشػمخيل  / الدخاوف الدتعلقة بخصوصية البيانات:2
 ا ت الشخصية من دوف موافقة صرية.مشكلات كبتَة تتعلق بالخصوصية وتنشأ لساوؼ عندما يتم استخداـ البي

من يتحمل الدسؤولية عػن تصػرفات أو قػرارات نظػاـ الػذكاء الاصػطناعي، مػثلا إذا تعرضػت  / الدسؤولية في صنع القرار:3
 مركبة مدعومة بالذكاء الاصطناعي لحادث فقد تقع الدسؤولية على عاتق الشركة الدصنعة أو مطور البرامج أو الدستخدـ...

 أي أف تكوف عمليات صنع القرار فيها قابلة للتفستَ. بات الشفافية وقابلية الشرح:/ متطل4
 / مكافحة التحيز والتمييز في مجال الذكاء الاصطناعي:5

جػػاءت الػػولايات الدتحػػدة الأمريكيػػة في الدقدمػػة تليهػػا  :ترتيػػب الػػدوؿ العربيػػة علػػى سػػلم الدؤشػػر العػػالدي للػػذكاء الاصػػطناعي
 الصتُ وسنمخافورة ومن بتُ الدوؿ العربية احتل الذكاء الاصطناعي في الإمارات الدركز الثاني

 الترتيب العالدي الدولة الرتبة
 14 الدملكة العربية السعودية 01
 20 الإمارات العربية الدتحدة 02
 52 بصهورية مصر العربية 03
 54 قطر 04
 62 البحرين 05
 63 الأردف 06

 
لقد سنت العديد من الحكومات الوطنية تشريعات تتعلق بخصوصية البيا ت وأمنها، في الصػتُ مػثلا ّ  سػن قػانوف 

لدعالجػػػػػة التحػػػػػديات الجديػػػػػدة الناشػػػػػئة عػػػػػن تطػػػػػوير الػػػػػذكاء  2017الأمػػػػػن السػػػػػيبراني لجمهوريػػػػػة الصػػػػػتُ الشػػػػػعبية في عػػػػػاـ 
 الاصطناعي.

أسسػػػت مدينػػػة )ىانمختشػػػو( بر لرػػػا بذريبيػػػا لمحكمػػػة الأنتًنػػػت الدعتمػػػدة علػػػى الػػػذكاء الاصػػػطناعي  2019وفي عػػػاـ 
 للفصل في النزاعات الدتعلقة بالتجارة الالكتًونية ومطالبات الدلكية الفكرية الدرتبطة بالأنتًنت.

صػطناعي بتقيػيم الأدلػة الدقدمػة وتطبيػق ويظهر الأطراؼ أماـ المحكمة عبر مكالدػات الفيػديو؛ حيػث يقػوـ الػذكاء الا
 الدعايتَ القانونية ذات الصلة.

 التجربة السنغافورية: نموذج متقدم
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سػػػػنمخافورة واحػػػػدة مػػػػن أوائػػػػل الػػػػدوؿ الػػػػتي أدالػػػػت الػػػػذكاء الاصػػػػطناعي في القضػػػػاء؛ حيػػػػث يػػػػتم اداػػػػاؿ الػػػػذكاء 
في القضاء، وتعد واحدة من أبرز النماذج عالديا على كيفيػة اسػتخداـ التكنولوجيػا لتعزيػز الكفػاءة والعدالػة  AIالاصطناعي 

 في النظاـ القضائي؛ حيث استخدمتو كالآن:
تعتمػػد ىػػذه الأنظمػػة علػػى دراسػػة السػػوابق القضػػائية  / اسووتخدام الووذكاء الاصووطناعي في مراجعووة الأحكووام القضووائية:1

 ية لتحديد  اذج الحكم بدا يضمن تقليل البيا ت.والقوانتُ المحل
أطلقػػػت سػػػنمخافورة منصػػػة الكتًونيػػػة تعػػػزز مػػػن سػػػهولة الوصػػػوؿ للعدالػػػة؛ حيػػػث يػػػتم  :e litigation / إطووولان منصوووة2

اسػػػتخداـ الػػػذكاء الاصػػػطناعي لتحليػػػل الوثائػػػق القانونيػػػة، جدولػػػػة الجلسػػػات، تقػػػد  استشػػػارات قانونيػػػة مبسػػػطة وتػػػػدعيم 
 في تقد  الدعاوى وإدارة الوثائق الكتًونيا.الدستخدمتُ 

تػػوفر الأنظمػػة الذكيػػة في سػػنمخافورة اػػدمات استشػػارية للمػػواطنتُ مػػن اػػلاؿ برليػػل  / تقوودا استشووارات قانونيووة  ليووة:3
مشػػػكلاتهم القانونيػػػة وارشػػػادىم إلى الحلػػػوؿ الدناسػػػبة وتسػػػتخدـ ىػػػذه التقنيػػػة لتوسػػػيع الوصػػػوؿ إلى العدالػػػة ااصػػػة بالنسػػػبة 

 شخاص الذين لا يملكوف الدوارد للاستمخاثة بدحامتُ.ل 
تستخدـ أنظمػة التًبصػة الددعومػة بالػذكاء الاصػطناعي لتػوفتَ تربصػات دقيقػة للوثائػق  / استخدام تقنيات الترجمة الذكية:4

 القانونية.
ىػػو نظػػاـ يعتمػػد علػػى الػػذكاء الاصػػطناعي لإصػػدار قػػرارات مبدئيػػة بعػػد برليػػل القضػػية بنػػاءا  / مشووروع القاضووي الرقمووي:5

 على الدعايتَ القانونية، ويساىم في بزفيف العبء على المحاكم.
 كيف واجو التشريع الجزائري الجرائم السيبرانية؟  

لكتًونية، ومن بينها:  كفل الدستور الجزائري حاوؿ الدشرع الجزائري اصدار قوانتُ عامة وااصة وىياكل وأجهزة للجرائم الا
بضايػػػة الحقػػػوؽ الأساسػػػية والحػػػريات الفرديػػػة، وعلػػػى أف تضػػػمن الدولػػػة عػػػدـ انتهػػػاؾ حرمػػػة  06/03/2016الصػػػادر في 

 من الدستور. 38/44الانساف منها الدواد 
وف العقػػػػوبات وقػػػػانوف وقػػػػد ّ  تكػػػػريس ىػػػػذه الدبػػػػادئ الدسػػػػتورية في التطبيػػػػق بواسػػػػطة نصػػػػوص تشػػػػريعية أوردىػػػػا قػػػػان

 الإجراءات الجزائية التي برظر كل مساس برذه الحقوؽ.
تطػػرؽ الدشػػرع الجزائػػري إلى بذػػر  الأفعػػاؿ الداسػػة بأنظمػػة الحاسػػب الآلي؛ حيػػث عػػدؿ قػػانوف العقػػوبات  أ. قػػانوف العقػػوبات:
 .7مكرر 394/ 394برت عنواف )الدساس بأنظمة الدعالجة الآلية للمعطيات( الدواد من  04/1538بدوجب القانوف رقم 

قػػاـ الدشػػرع بتمديػػد الااتصػػاص المحلػػي لوكيػػل الجمهوريػػة في لرػػاؿ الجػػرائم الالكتًونيػػة طبقػػا  ب. قػػانوف الإجػػراءات الجزائيػػة:
م الدخدرات أو الجريمة الدنظمػة العػابرة للحػدود ؽ أ ج ج؛ حيث يمتد الااتصاص المحلي إذا تعلق الأمر بجرائ 37/2للمادة 

الوطنيػػة أو الجػػرائم الداسػػة بأنظمػػة الدعالجػػة الآليػػة للمعطيػػات أو جػػرائم تبيػػيا الأمػػواؿ أو الجػػرائم الخاصػػة بالصػػرؼ وجػػرائم 
 39الفساد والتهريب.
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بعػػػد التعػػػديل ، و 06/2340اداػػػل الدشػػػرع تعػػػديل آاػػػر علػػػى قػػػانوف العقػػػوبات بدوجػػػب القػػػانوف رقػػػم  2006وفي 
وجػاء  09/0442، وقد سن الدشرع الجزائري القانوف رقم 16/0241الأاتَ لقانوف العقوبات الجزائري بدوجب القانوف رقم 

مطابقا للتشريعات الوطنية لاسيما الدتعلقة بدحاربة الفساد وتبييا الأمواؿ وبسويل الإرىاب، ونع ىذا القانوف علػى انشػاء 
الجرائم الدتصلة بتكنولوجيات الاعلاـ والاتصاؿ ومكافحتو، ومن مهامها ) تفعيل التعاوف القضائي الذيئة الوطنية للوقاية من 

والأمػػػتٍ الػػػدولي وإدارة وتنسػػػيق العمليػػػات والوقايػػػة، ولدسػػػاعدة الجهػػػات التقنيػػػة للجهػػػات القضػػػائية والأمنيػػػة، وبالتعػػػاوف مػػػع 
جراـ والدديرية العامة ل من الوطتٍ لدكافحة الجريمة الالكتًونية جهات قضائية أارى كالدعهد الوطتٍ ل دلة الجنائية وعلم الا

 .interpolذات البعد الدولي من الاؿ انضمامها للمنظمة الدولية للشرطة الجنائية 
على تكييف إطارىا التشريعي والقانوني من الاؿ تبػتٍ لرموعػة مػن القػوانتُ  2015كما قامت الجزائر في جانفي 

وقيػػع والدصػػادقة الالكتًونيػػتُ الػػتي مػػن شػػأنّا تطػػوير الخػػدمات الدقدمػػة عػػبر الانتًنػػت، كػػالإدارة الالكتًونيػػة، والدتمثلػػة في: الت
التجػػارة الالكتًونيػػة، والبنػػوؾ الالكتًونيػػة، بالإضػػافة إلى إرسػػاء قاعػػدة قانونيػػة لاسػػتخداـ التكنولوجيػػات الجديػػدة ل عػػلاـ 

 43والاتصاؿ في تطوير قطاع العدالة.
 الخاتمة:

أصػػبح مصػػطلح الػػذكاء الاصػػطناعي مػػن الدصػػطلحات الدتداولػػة بػػتُ النػػاس ااصػػة بعػػد انتشػػار الذواتػػف الذكيػػة، إفّ 
 الذكاء الاصطناعي يقوـ بتأدية العديد من الدهاـ وتوفتَ الوقت والجهد.

تمػع، تعزيػز تظهر أهمية الذكاء الاصطناعي في الأىداؼ التي يققها وىي عديدة نذكر علػى سػبيل الدثػاؿ: بضايػة اا
 الثقة، تشجيع الابتكار، العدالة والنزاىة والدساواة.

وقػد تػؤدي الخوارزميػات والبيػػا ت الضػخمة دورا ىامػا في سػػتَ العدالػة؛ حيػث تظهػر أبػػرز الأدوار الػتي لعبهػا الػػذكاء 
قضػػػػاء بتػػػػوفتَ أدوات الاصػػػػطناعي في القضػػػػاء )التنبػػػػؤ بنتػػػػائج القضػػػػايا، برليػػػػل البيػػػػا ت القانونيػػػػة، تسػػػػهيل الوصػػػػوؿ إلى ال

وتطبيقػػات تسػػاعد الأفػػراد إلى الوصػػوؿ إلى الدعلومػػات والخػػدمات القانونيػػة بسػػهولة، بالإضػػافة إلى التحقيػػق في الجػػرائم عػػن 
 طريق الصور والفيديوىات للكشف عن الجرائم.

 وقد الصت الدراسة إلى تقد  بعا الاقتًاحات والتوصيات لعل أهمها:
 لػػذكاء الاصػػطناعي وأاػػرى ااصػػة بالرقمنػة مػػع التنسػػيق مػػع كافػػة القطاعػػات الدعنيػػة بتقنيػػة ضػرورة سػػن قػػوانتُ ااصػػة با

 الذكاء الاصطناعي.
  تأىيل الإطارات الوطنية للتعامل مع لستلف جوانب تقنيػات الػذكاء الاصػطناعي وحصػر ىػذه الاسػتخدامات بالجهػات

 الذكاء الاصطناعي. الدؤىلة فنيا وماليا لتحمل الدسؤولية والتبعات التي تنجم عن
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  تشػػػػكيل لجػػػػاف متخصصػػػػة لدراسػػػػة ومتابعػػػػة الإشػػػػكاليات الدتعلقػػػػة باسػػػػتخدامات تقنيػػػػات الػػػػذكاء الاصػػػػطناعي ورصػػػػد
 التجاوزات الصادرة عن أعمالذا.
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 البريد الالكتروني للمؤلف 
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  :ملخص
مع التقدم التكنولووج  اتتاوار أ بحوبل الو ااص الاحو ناص  صنصوراي بساسوياي د العديود موو اىوالاتأ وصلو  
ربسوو ا الق ووا  الصووث أ  يوووخ مت يتاووت دم د ت،وو ييم الاموووراضأ تقوود، الاست،ووارات ال بيوووةأ و دارة 

اةوةيوة  اموةأ وصوحواي الاولالات الصوثية اكلكتروةيوةذ  و ا الت وورأ راود  وائودد العديودةأ يتونً تاوا لات  
  يما يتعلق متاؤولية اتدةية الناجمة صو الاو اص المحتملة له د الاةظمةذ  

 فوو  الاووالات الوو  يووؤدي  ي ووا اسووت دام الوو ااص الاحوو ناص   ص و ووز إووا بو ت، يصوو أ تووبرز   ووكالية 
توحوويات أ بم اتؤساووة  تحديوود اتاووؤولية7  وول تتثمل ووا الج ووة ات ووورة للنظووامأ بم ال بيوو  الوو ي اصتموود صلوو 

الصثية ال  تبنّت   د التقنية؟   ا الوا ع يفرض ضرورة ت وير  إار  اةوني واضل يحدد اتاؤولية القاةوةيوة 
للأإراف ات تلفةأ بما يضمو حماية  قوق اترض  ويحقق التوازن بنٌ الاستفادة موو الو ااص الاحو ناص  د 

د و وو  الضوررذ  موو الو ي يتثمول اتاوؤولية د  الوة  ودوث تحانٌ الرصاية الصوثية وضومان اتاواصلة صنو
 ضرر؟

 اتاؤولية القاةوةيةذ الروبوتاتأ الخ ز ال اأ اتاؤولية اتدةيةأ ال ااص اكح ناص  أ الكلمات الدفتاحية:
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  مقدمة: .1

ي،وو د العوواا د الاوونوات الاووونًة تحووولاي ر مييووا اوونً ماووبوقأ واحووة د  ووال تبووادل اتعلومووات     
وظ ووور ب وودث التقنيووات الوو  ب وورت ب،ووكل جووو ري صلوو   تلووف  ووالات الايوواةأ بمووا د ذلوو  الا تصووادأ 

ي،ولل دوريا رئياوييا اىتمعأ والقاةونذ يتعد ال ااص الاح ناص  مو ببرز   د التقنيات الاديتوةأ  يوخ بحوبل 
د   اصووات متعووددة بفضوول  درتوو  الفائقووة صلوو  تحليوول البيوواتت واتخوواذ القوورارات باوورصة ود ووة تفوووق الب،وورذ 
و ود توسوع اسوت دام  لي،ومل  ووالات متول الاويارات ذاتيوة القيوادةأ ال ووائرات بودون إيوارأ العقوود ال ايووةأ 

د  الرصايوووة الصوووثية  موووو وووولال الت،ووو ييم ال ووواأ وتقنيوووات  البلووووك ت،ووونٌأ مكضوووا ة  ص دورد اتتزايووود 
 الجرا ة الروبوتيةأ وتحليل البياتت ال بيةذ  

وصل  الراد مو الفوائد الكبنًة ال  يو ر ا ال ااص الاح ناص  د اىال الصث أ  لا بة  يتونً بيضيوا تحود ت 
بضووورار للمرضووو ذ ةظوووريا لعووودم تدتعووو   اةوةيوووة وبولا يوووةأ لا سووويما صنووودما تتاوووب  بةظمتووو  د بو ووواص إبيوووة بو 

 مل، صية القاةوةية اتاتقلةأ يت رح تاا ل جو ري  ول اتاؤولية القاةوةية صو الاضرار الناجمة صن ذ
   ل تقع اتاؤولية صل  ال،راات اتصنعةأ الاإباصأ مقدم  الخدمات الصثيةأ بم صل  النظام ذات ؟  

ةوني للماووؤولية اتدةيووة صووو الاضوورار الوو  تاووبب ا بةظمووة الوو ااص تاووع   وو د الدراسووة  ص تحليوول اكإووار القووا
الاحوووو ناص  د الرصايووووة الصووووثيةأ وموووودا افايووووة القواصووووود التقليديووووة د تعوووووي  اتتضوووورريوذ امووووا تنوووووا   
التثوود ت اتاووتقبلية الوو  تواجوو  ات،وور  د وضووع ةظووام  وواةوني متكاموول يضوومو تحقيووق التوووازن بوونٌ ت،وولايع 

 ال الصث  وحماية  قوق اترض  مو ات اإر المحتملة له د الاةظمة ال ايةذالابتكار د اى
 وللإجابة صو  ات  اك كالية  رتأينا تقايد موضو  مداولتنا  ص  امنٌ 7 

اتبثوووووخ الاول 7 اكإوووووار القووووواةوني للماوووووؤولية اتدةيوووووة صوووووو الاضووووورار النا ووووو ة صوووووو بةظموووووة الووووو ااص 
 الاح ناص  ) دراسة ةظرية ت بيقية(ذ

اتبثوووخ التووواني 7 التثووود ت اتاوووتقبلية ول ووواق ت ووووير الت،وووريعات الخاحوووة ملووو ااص الاحووو ناص  د 
 اىال الصث ذ 

اما سيتد  تبا  اتن ج التثليل  مو ولال البثخ وتحليل مدا  مكاةية  ت بيق   واصد العاموة الو  
 اص الاح ناص  بو الروبوتات ال اية تحكد اتاؤولية اتدةية  لتعوي  صو الاضرار ال  ب د ت ا بةظمة ال ا
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الإطار القانوني للمسؤولية الددنية عن الأضرار الناشئة عن أنظمة الذكاء الاصطناعي) دراسة  .2
 نظرية تطبيقية(.

صل  العنصر الب،ريأ متل الت، ييم ال اأ الجرا ة الروبوتيةأ و دارة البياتت الصثيةذ وراد الت ور 
لاةظمةأ  لا بنها لا تزال تفتقر  ص ماتوا مو و ية ال ااص الب،ري مو  يخ الكبنً ال ي   دت    د ا

 القدرة صل  التعامل مع الاالات ال بية اتعقدة واتخاذ القرارات الاولا يةذ  
د بع  الاالاتأ  د ترتك  بةظمة ال ااص الاح ناص  بو اص إبية يدكو بن تؤدي  ص بضرار       

جايمة للمرض أ مما يتنً   كالية تحديد اتاؤولية القاةوةية صو   د الاو اصذ و د د ع ذل  العديد مو 
اياتي  اةوةييا واحياأ ليس   البا تنٌ د اىال القاةوني  ص منا ،ة  مكاةية منل بةظمة ال ااص الاح ناص 

بلرض تدتع ا ملاقوق الكاملةأ و نما لتثديد الج ة اتاؤولة صو الاضرار ال   د تنتج صو است دام ا د 
 اىال الصث ذ  

ليل مدا  مكاةية ت بيق  واصد اتاؤولية اتدةية صل  وصلي أ سوف نحاول مو ولال   ا اتبثخ تح    
 د الرصاية الصثيةأ وذل  مو ولال7 بةظمة ال ااص الاح ناص  

   دراسة الاسس القاةوةية للماؤولية اتدةية د الت،ريعات الاالية ومدا  ابليت ا للت بيق صل
 ال ااص الاح ناص ذ  

  منا ،ة الفاصلنٌ المحتملنٌ د تحمل اتاؤولية )الاإباصأ ال،راات اتصنعةأ اتبر ونأ مقدمو
 الخدمات الصثية(ذ  

 ص ت وير ت،ريعات واحة بتنظيد اتاؤولية اتدةية صو الاو اص ال بية الناجمة  الااجة البثخ د 
 صو ال ااص الاح ناص ذ

 أنواع الدسؤولية الددنية عن الأضرار الروبوتات الذكية.. 2.2
مع تزايد است دام ال ااص الاح ناص أ ظ رت تحد ت  اةوةية ب،زن تحديد اتاؤولية صو الاضرارأ واحة 

 5102اىال الصث ذ تواج ة   د اك كالاتأ بة،زت لجنة ال،ؤون القاةوةية ملاتحاد الاوروبي صام  د
 موصة صمل لدراسة الابعاد القاةوةية للروبوتات وال ااص الاح ناص ذ ةتج صو   د الدراسة توحيات 

 ذ 51041 اةوةية بتدرجت ضمو " واصد القاةون اتدني صل  الروبوتات" د 
أ ة،رت اتفوضية الاوروبية بول بيان لهاأ بادت  ي  بن "الاتحاد الاوروبي يدكن  بن يكون 5105د صام 

رائديا د ت وير واست دام ال ااص الاح ناص  تا  ي  مصلثة الجميعأ وذل  ملاصتماد صل   يم  وةقاط 
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ةوني تف وم ال ااص ذ وصل    ر ذل أ الفت اتفوضية  موصة مو الخبراص بوضع تعريف  ا2 وت "
أ 5151ذ د صام 3الاح ناص أ بينما تولت  موصة وبراص بورا تحليل الجواة  الاولا ية اترتب ة ب 

بحدرت اتفوضية الاوروبية اتامي ببي   ول تنظيد ال ااص الاح ناص أ بينما بجرا البرتان الاوروبي تحليلاي 
 لاضرار الناجمة صو التقنيات الاديتةذا تصاد ي للأةظمة القاةوةية اتمكنة لتعوي  ا

و ك اأ تصبل مازلة اتاؤولية صو الاضرار الناجمة صو ال ااص الاح ناص   ضية محورية مو منظور 
الخيارات الاياسيةأ و   الخيارات ال  تحرص اتؤساات الاوروبية صل   وفائ ا تحت ا اص الصيااات 

  ا اتبثخ تحليل بةوا  اتاؤولية اتدةية ومدا  مكاةية ت بيق ا  القاةوةية التقنيةذبناصي صل  ذل أ نحاول د
صل  الروبوتات ال ايةأ د الرصاية الصثيةأ وذل  بهدف  يجاد  إار  اةوني مناس  لضمان  قوق 

 اتتضرريو وتعويض د صو الاضرار الناجمة صو الاو اص التقنية بو الخلل د بةظمة ال ااص الاح ناص ذ  
 لية العقدية عن أضرار الروبوتات الذكية.الدسؤو  2.2.2

د الرصاية الصثيةأ تبرز اتاؤولية العقدية صند  برام صقود بنٌ اتؤساات الصثية وموردي ال ااص       
تاب  و ز د ةظام ال ااص الاح ناص  بضرر للمري أ  الاح ناص  بو بنٌ اترض  واتات،فياتذ  إذا

  قد يتعتبر ذل   ولالاي ملعقد بنٌ اتات،ف  واتري  بو بنٌ اتات،ف  وال،راة اتصنعة للنظامذ
 تعريف الدسؤولية العقدية. -

ضرريا اتاؤولية العقدية    التزام  اةوني ين،ز صند  ولال ب د الاإراف ب،روط العقدأ مما ياب        
لل رف الآورذ ويحق لل رف اتتضرر إل  التعوي  صو الضررأ مكضا ة  ص  مكاةية التثلل مو التزامات  

وتتمتل اك كالية الرئياية د تحديد اتاؤول صو  ذ4التعا دية و قيا للنصوص القاةوةية اتنظمة له د اتاؤولية
ات دم الن ائ  )ال بي (؟ و  ا ما ياتدص  الضرر7  ل  و مزود التقنيةأ بم اتؤساة الصثيةأ بم ات

 صادة النظر د  واصد اتاؤولية العقدية التقليدية لضمان توا ق ا مع الت ورات الاديتة د ال ااص 
  الاح ناص ذ

تن،ز اتاؤولية العقدية صو الاضرار الناجمة صو الروبوتات صند اكولال ب،روط العقد ولال تصميم ا بو 
ذ ومع ذل أ تظل حعوبة تقييد الخ ز  ائمةأ  يخ يج  5ل اتتضرر  ق ات البة ملتعوي ت،ليل اأ مما يدن

تحديد مدا ملاصمة الروبوت لتثقيق النتيلاة ات لوبةذ وةظريا للتثد ت اترتب ة بإ بات الخ زأ  إن بةظمة 
 د تكون باتر ملاصمة لتنظيد   د الاالاتذ ومع ذل أ  إن ت بيق  واةنٌ اتاؤولية  اتاؤولية انً الخ  ية

 6.صو اتنتلاات اتعيبة صل  الروبوتات  د يكون انً د يق ةظريا لاوتلاف إبيعت اذ
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تنا   الدراسة اك كالات القاةوةية اترتب ة ملالول التنظيمية كسناد اتاؤولية صو بضرار بةظمة       
اص الاح ناص ذ ويؤاد البا خ صل  بهمية  ة،اص للية  اةوةية  عالة لا تقتصر صل  تنظيد الاوق وتعزيز ال ا

التضامو مع الضثا أ بل تاا د بيضيا د تقليل الاصباص التنظيمية صل  ال،راات النا  ةأ مما يا ل 
 دوولها  ص سوق التكنولوجياذ

 ئة عن أنظمة الذكاء الاصطناعي في الرعاية الصحية. أركان الدسؤولية العقدية عن الأضرار الناش -
مع تزايد است دام بةظمة ال ااص الاح ناص  د الرصاية الصثيةأ سواص د الت، ييمأ العلاجأ بو       

العمليات الجرا يةأ بحبثت اتاؤولية العقدية صو الاضرار الناتجة صن ا محل ةقاش  اةوني واسعذ وتقوم 
 اتاؤولية العقدية د   ا الاياق صل   لا ة براان بساسية7  

 الخطأ العقدي:   . أ
يقصد ملخ ز العقدي  ولال ب د الاإراف ملتزامات  التعا ديةأ  إذا تاب  ةظام ال ااص الاح ناص        

ال ا د   داث ضرر للمري  ةتيلاة و ز د ت، ييم اترضأ تقد، صلاج انً د يقأ بو  ،ل د بداص 
ذ    ات مة اتوالة  لي أ  إن   ا ي،كل  ولالاي تعا د ي

الية القاةوةية تعقيديا صندما يعتمد ةظام ال ااص الاح ناص  صل  التعلد ال اتيأ  يخ تزداد اك ك      
يعمل دون تدول ب،ري مبا رذ د  ال وجود صقد بنٌ اتري  واتات،ف أ يدكو تحميل اتات،ف  

 قد اتاؤولية العقدية صو بي ضرر تتج صو است دام   د الاةظمةذ بما  ذا اان الخلل د بر ة النظامأ 
تقع اتاؤولية صل  ال،راة اتنتلاة لل ااص الاح ناص ذ ويعتمد تحديد اتاؤولية صل  القواةنٌ اتدةيةأ متل 

 7د القاةون اتدني الجزائريذ 01/12مو الامر ر د  051اتادة 
 الضرر:   . ب
ثية الضرر  و الاذا ال ي  د يصي  اتري  د مصلثة م،روصة ل أ متل  ق  د تلق  رصاية ح      

د يقة ولمنةذ ولا يكف  د اتاؤولية العقدية  رد و و  الخ زأ بل يج  بن ينتج صن  ضرر  قيق أ سواص  
أ ةفايياأ بو  تى ضرريا ماد ي متل التكاليف اكضا ية للعلاج باب  و ز ال ااص  اان ذل  ضرريا جاد ي

 الاح ناص ذ  
صل  سبيل اتتالأ  ذا تم است دام ةظام ذااص اح ناص  د تحليل حور الا عةأ وبدّا  ص ت، ييم      

واإئ لاالة اتري أ مما تاب  د تأونً العلاج بو تلقي  لعلاج انً مناس أ  إن ذل  ي،كل ضرريا 
 ياتوج  التعوي  و قيا لقواصد اتاؤولية العقديةذ  
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 العلاقة السببية:    . ت
ة الاببية الراو الاساس  د  يام اتاؤولية العقديةأ  يخ يج    بات بن الضرر ال ي بحاب تتعد العلا 

يقع صل  صاتق  8 اتري  اان ةتيلاة مبا رة لخ ز النظام ال ا  اتات دم د العلاج بو الت، ييمذ
رض ل  تتج اتري  بو ال رف اتتضرر   بات وجود راب ة سببية بنٌ الخ ز والضررأ بي بن الضرر ال ي تع

مبا رة صو  ولال النظام بو الج ة اتاؤولة صو ت،ليل  ملتزاماتها التعا ديةذ ود اتقابلأ يدكو للمات،ف  
بو ال،راة اتنتلاة للنظام محاولة   بات العكس كصفائ ا مو اتاؤوليةأ إبقيا للقواصد العامة اتنصوص صلي ا 

الاضرار الناجمة صو بةظمة ال ااص الاح ناص  د الرصاية   ن اتاؤولية العقدية صو9د القاةون اتدنيذ
الصثية ت رح تحد ت  اةوةية جديدةأ وصوحيا د ظل ال بيعة اتاتقلة له د الاةظمة وحعوبة   بات 
العلا ة الاببية د بع  الاالاتذ وملتاليأ  إن ت وير ت،ريعات واحة تأو  بعنٌ الاصتبار   د 

 ان تحقيق التوازن بنٌ الابتكار التكنولوج  وحماية  قوق اترض ذالخصوحيات بحبل ضرورة لضم
 الدسؤولية التقصيرية عن أضرار الروبوتات الذكية. 2.2. 2

تتبنى اتاؤولية التقصنًية صل  اةت اك التزام يفرض  القاةونأ دون بن تاتند  ص صلا ة مابقة بنٌ      
ال ر نٌذ     تعد اكإار العام للمااصلة القاةوةية صو الا عال الخاإ ة ال  تلثق الضرر مللنً د الاياق 

  10اتدنيذ
يج    بات الخ ز والضرر وصلا ة الاببية بين ماأ  للثصول صل  تعوي  و قيا للماؤولية التقصنًيةأ     

و و مبدب ين بق صل  الاضرار الناجمة صو ال ااص الاح ناص ذ  إذا اصتمد ال بي  صل  ةظام ذااص 
ومع ذل أ  ذا اان 11 اح ناص  لتثديد العلاج وبدا ذل   ص ضرر للمري أ  قد يكون ماؤولاي  اةوةيياذ

نب  لكن  تجا ل أ  إن اتاؤولية تقع صلي  باب  اكهمالذ د   د بإمكان ال بي  اات،اف الخ ز وتج
اس  ال بي  صل  صدم التثقق مو حثة التوحيةأ وليس صل  و ز ال ااص الاح ناص  ةفا ذ  الاالةأ يحت

يواج  ت بيق اتاؤولية التقصنًية صل  الروبوتات ال اية تحد ت ابنًةأ ببرز ا تحديد الج ة اتاؤولة      
ضرارأ سواص اان  رديا بو  راةذ وتزداد   د الصعوبة مع استقلالية الاةظمةأ مما يجعل تقييد دور صو الا

ذ اأ وب ياتي ماتثيلاي  ف   رةاا توضل اتادة   العنصر الب،ري د  رارات ال ااص الاح ناص  بمريا معقدي
بأن ال، يم لا يازل  5103لانة  030مو القاةون اتدني الفرةا  الصادر بموج  اترسوم ر د0515

صو الاضرار الناجمة صو  عل  ال، ص   ثا أ بل يازل بيضا صو الضرر الناتج صو  عل الا  اص 
ال يو تحت ر ابت  بو  راست أ ل ل  يرا جاة  الفق  بن ت بيق اتاؤولية صو  راسة الا ياص تبدو صلي  
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ممارسة سل ة الاست دام والتوجي  مناسبةذ وال  تت ل  ك امة   ا النو  مو اتاؤولية صل  ال، ص 
والاي رة صلي ذ ولكو   ا لا يتثقق د  ال الروبوتات القائمة صل  ال ااص الاح ناص  وال  تتمتع  بنو  

  12مو اكستقلاليةذ
مو ات د اك ارة  ص بن تحميل الاارس ماؤولية الاضرار الناجمة صو الروبوتات ال اية ي رح       

يت ل  من  تحمل الاو اص الجايمة اترتب ة بجميع مرا ل تصميد   د الروبوتاتأ    كالات صديدةأ  ذ
و و بمر انً وا ع ذ صلاوة صل  ذل أ  إن   د الاةظمة تعتمد صل  برامج انً ملموسةأ مما يزيد مو 

س حعوبة تحديد اتاؤول الفعل  صو الاضرار ال  تابب اذ وبناصي صل  ذل أ لا يدكو ت بيق مف وم الاار 
 ذ13بصيلت  التقليدية صل  برامج ال ااص الاح ناص أ ةظريا لل بيعة اتعقدة واتاتقلة له د التقنيات

 : الدسؤولية الدوضوعية 3.2.2
ماؤولية اتنتج صل  مبدب اتاؤولية بدون و ز د  EC/  52/341يؤسس التوج  الاوروبي ر د      

 الة الضرر صو اتنتج اتعي  أ و ذا اان باتر مو   يم)ال،راة اتصنعة بو اتورد بو اتاتورد( ماؤولا 
أ ومو ثم ا يخلو التوج  الاوروبي مو بي  واةنٌ تنظد ب كام 14صو ةفس الضرر تكون اتاؤولية تضامنية

التعا ديأ  يخ يقدم للدول الاوربية  إار  امل للم البة ملتعوي  صل  بساس اتاؤولية وارج ة اق 
 15 الضرر الناجد صو اتنتلااتذ

 ذ لا ي،ترط التوج  الاوروبي  رط حدور الضرر مو إرف ال،راة اتصنعة بل ذ   باتر مو ذل       
العي   و الاب  د الضرر  ص ت بيق  ة اق اتاؤولية اتوضوصيةأ مو ولال وجود صي  د اتنتج وبن 

وم البة اتضرور ملتعوي  صو الضرر ال ي بحاب  و و ةفس اتاار ال ي سار صلي  ات،ر  اتصري ضمو 
ويعتبر ت بيق   ا 16ذ5105لانة  050مو  اةون حماية اتات ل  اتصري ر د  55ب كام ةيم اتادة 

ة  يحمل مصنع اتنتلاات اتاؤولية صو الاضرار النو  مو اتاؤولية ةظاما  عالا صل  الروبوتات ال اية ألا
ال  تحد  اأ  عل  سيبل اتتال صندما يتد تصنيع بو تصميد سيارة ذاتية القيادة ب ريقة معيبة ت،كل و را 
صل  مو  ولهاأ بو  ينما تف،ل ال،راة د  و ار العملاص مت اإر اترتب ة مترابةأ ت بق ماؤولية 

ماؤولية اتنتج صل  الروبوتات ال اية يواج  تحد ت ابنًةأ لاة  لا يدكو الاي رة  انً بن ت بيق 17أاتنتج
صلي  لان صنصر  الخ ر داول د وظيفت ذ و  د    الاسباب ال  تجعل   د الاونًة  مصدرا  للم اإر 

ح ناص  أ اما ترجع حعوبة ت بيق اتاؤولية اتوضوصية للمنتج د بع  الاالات صل  ال ااص الا18العامة 
 19صل  بة  ةظام التعلد ال اتي ال ي يتعلد مو تجربت أ ويدكن  اتخاذ  رارات ماتقلةذ
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 :الآثار الدترتبة عن تطبيق الدسؤولية الددنية عن أضرار الروبوتات الذكية.  2.2
يتعد التعوي  صو الاضرار الناجمة صو الروبوتات ال اية الخ وة اللا قة ك بات اتاؤولية اتدةية 

تل  الاضرارذ واما  و الاال مع بي متضررأ يحق للمضرور ات البة بجبر الضرر الناتج صو بةظمة صو 
ال ااص الاح ناص أ مكضا ة  ص الللاوص  ص القضاص لضمان حماية  قو   ومصالا أ بما ينالاد مع 

 القواصد القاةوةية اتنظمة للماؤولية اتدةيةذ
الت رق  ص الآثار اتترتبة صو  يام اتاؤولية اتدةية صو الاضرار  صلي  سوف نحول مو ولال   ا ات ل   

 ال  تاببت  ي ا الروبوتات ال اية مو ولال 7 
 : التعويض القضائي. 2.2.2

يتعتبر التعوي  القضائ  ذل  ال ي تصدرد الال ة القضائية لصالح ال، يم ال ي تعرض للضرر بو      
 يمة التعوي  يخضع للال ة التقديرية للقاض أ ال ي يحدد ا بناصي  اان م دديا ب ذ و  ا يعني بن تقدير

مو الامر  055صل  مدا جاامة الخ ز و لاد الضرر الوا عذ ويتلال    ا اتف وم بوضوح د ةيم اتادة 
ذويتد جبر الضرر بو  حلا   إبقا للقواصد العامة اتنصوص صلي ا ضمو ب كام القاةون 0120/ 12ر د 

ريق التعوي  العيني و و ال ي يقوم صل    زالة صنٌ الضرر بأن يقض  صل  مصدرد بو اتدني  ما صو إ
سبب  أ بو  د يكون تعويضا بمقابل  و و ال ي يقوم صل  منل اتضرور صو الضرر ال ي بحاب  بقصد 

 21الت فيف صن  ذ
ل  يدكو بن تحدث وصلي   إن ت بيق  كرة التعوي  صو الاضرار اتادية الناجمة صو الروبوتات ال اية ا

باب  العيوب اتتعلقة بت،ليل   د الاونًةأ والتالي يدكو  سناد ا للمنتجأ اما يدكو بن تحدث باب  
 تلينً اتكوتت او ضعف الصيانأ و تل  الامور يدكو تقويد ا ملنقود ذ

 : التعويض التلقائي.  2.2.2
بو صو إريق حناديق التعوي  و و  مما لا    ان التعوي  التلقائ  يكون  ما صو إريق التامنٌ

 ما سوف ةبين  بإيجاز مو ولال 7 
  التعويض عن طريق التأمين. -

 راة التزمنٌ بتلاميع ات اإر و جراص اتقاحة بين ا و قيا لقواصد اك صاصأ مما يضمو الو اص  تقوم
ملالتزامات التزمينية صند تحقق الخ ر اتؤمو من أ وذل  بتمويل مو الا ااط اتد وصةذ ولا يقتصر التزمنٌ 

و ر بوليصة التزمنٌ صل  صل  تعوي  الاضرارأ بل ي،مل الاستعداد للم اإر اتاتقبلية المحتملةذ وت



 

 

 

244 

 

الروبوتات حماية مالية ضد الاضرار اتادية واكحامت الناجمة صو است دام اأ بما د ذل  اتصاريف ال بية 
  22 والتعويضات صو الاضرار اتعنويةذ

تزايد اةت،ار التقنيات ال ايةذ وتلتزم  راات التزمنٌ بتو نً  اما يعد التزمنٌ بداة  اةوةية  عالةأ واحة مع
تل ية واحةأ لا سيما د   ا  الاياراتأ للثماية مو ات اإر النا  ة صو ال ااص الاح ناص ذ ومع 
ذل أ تواج    د ال،راات تحد ت  اةوةية وتقنية د تقدير ات اإر باب  تعقيد بةظمة الروبوتات 

 الاضرار المحتملةذ وحعوبة التنبؤ بحلاد
 التعويض عن طريق صناديق التعويض -

تتعد حناديق التعوي  للية  اةوةية لضمان تعوي  الاضرار د اياب الل اص التزمينيأ و قيا لقرار 
ذ وتهدف   د الصناديق  ص حماية  قوق اتتضرريو استناديا 5104 براير  03البرتان الاوروبي الصادر د 

واحة د  الات ات اإر انً ات،مولة ملتزمنٌ التقليديذ وب ل أ  23ة التقصنًيةأ ص مبدب اتاؤولي
 تا د د تحقيق العدالة وتعزيز الاماية القاةوةية للأ راد اتتضرريوذ

والجدير مل ار بة  د الاالات ال  يتد  ي ا  ة،اص حناديق تعوي  دون وجود ةظام تأمنٌ 
ل ماؤولية تعوي  جميع الاضرار الناجمة صو الروبوتات الآليةأ مما  د  جباريأ  إن   د الصناديق  د تتثم

ومع ذل أ تظل   د الصناديق بداة  اةوةية  24يعرض ا لخ ر اك لاس ةتيلاة ض امة التعويضات ات لوبةذ
نٌ  عالة تواج ة ات اإر النا  ة صو بةظمة ال ااص الاح ناص أ لا سيما د الاالات ال  لا يو ر  ي ا التزم

 25تل ية ااملة للأضرارأ مما يضمو تعزيز الاماية القاةوةية وتحقيق التوازن بنٌ اتصالح اتتضررةذ
 ولصناديق التعويضات ملعديد مو اتزا  من ا 7  

  تكمل التزمنٌ اكجباري ضد اللنًذ 
 لا تعرض اىتمع لاثار ات يفة للروبوتاتذ 
  اك بات للثصول صل  التعوي  ذتعف  الاإراف اتضرورة مو تكاليف ص ص 

التحديات الدستقبلية وآفاق تطوير التشريعات الخاصة بالذكاء الاصطناعي في المجال  .3
 الصحي

بدا الت ور الاريع لل ااص الاح ناص  د اىال الصث   ص تحقيق تقدم ابنً يعود ملفائدة صل  اترض أ 
الروبوتيةأ اما سا د د تحانٌ الصثة العامة و دارة سواص د  الات الت، ييم بو العلاج بو الجرا ة 

 النظد الصثيةذ وياتلزم   ا الت ور  جراص دراسة بولا ية ووضع  إار  اةوني تدريج  لتنظيم ذ  
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ومو الضروري ضمان صدم اكولال بعلا ة ال بي  متري  صند  دوال   د التقنية الجديدة د صملية 
ن الهدف تعزيز   د العلا ة وتحانٌ جودة الرصايةذ اما بن تحديد الرصاية الصثيةأ بل يج  بن يكو 

الانحرا ات المحتملة واتخاذ التدابنً الو ائية تواج ت اأ  ص جاة  تقييد و ر تفا د صدم اتااواة الصثية بنٌ 
ال ااص  ينبل  مراصاتها صند النظر د الفوائد الكبرا ال  يو ر ا الف ات الاكاةية ات تلفةأ ال ا صوامل

 الاح ناص  د   ا  الصثةذ
 الدسؤولية القانونية. 2.3

تعد اتاؤولية القاةوةية   دا القضا  الرئياية ال  تحتاج  ص معالجةأ انً بن الال ات الاوروبية        
بادت الللانة الا تصادية والاجتماصية  تتبنى نهلايا   رياأ متلانبة بي تدول ت،ريع  سابق لاواة ذ و د

بن وضع  إار  اةوني وتنظيم  مناس  لل ااص  5104مايو  30الاوروبية د ربي ا الصادر د 
الاح ناص  يت ل  تحديد  درات  الاالية والمحتملة صل  اتدا القصنً واتتوسط وال ويلذ تتعلق   د 

ضرار الناجمة صو اتنتلاات اتعيبةأ وال  ينظم ا التوجي  اتازلةأ ب بيعة الاالأ بتنظيد اتاؤولية صو الا
 موصة  5105ذ وبناصي صل  ذل أ بة،زت اتفوضية الاوروبية د صام CEE/341/52 الاوروبي ر د

 ذ  26مو الخبراص لدراسة اتاؤولية القاةوةية والتقنيات الاديتة  
 و د تم تقايد   د اىموصة  ص  رصن7ٌ  

لاول اتاائل اتتعلقة متاؤولية صو التقنيات الاديتة ال  لا تدول د ة اق ت بيق التوجي  تناول الفر  ا -
 Liability for Artificialبن،ر تقرير بعنوان 5106ات اورأ واوتتتمت بصمال  د صام 

Intelligence :  ذ 
الفر  التاني )ال ي اان اات  النيم ب د بصضائ  اتاتقلنٌ(أ  قد اتلّف بتثليل  مكاةية تعديل  بما -

التوجي  الاوروبي ب،زن اتنتلاات اتعيبة بحيخ يتناس  مع وصائيم منتلاات ال ااص الاح ناص  
 والتقنيات الاديتةذ  

 ات التفانًية ال  صمل صلي ا الفر  ةظريا لاصتزام اتفوضية مراجعة التوجي أ  قد امتنعت صو ة،ر التوجي
التانيأ وبسندت  ص ج ة وارجية  صداد دراسة ب رأ يتفترض بن تو ر بياتت تجريبية تت،كل بساسيا 
موضوصييا تراجعة التوجي ذ  تى تاريخ  صداد   د الدراسةأ ا تحاد اتفوضية الاوروبية مو ف ا ب،زن ما  ذا  

 ad  القواصد العامة اتتعلقة بماؤولية اتنتلاات اتعيبة بقواصد واحة )اان ينبل  استكمال التعديلات صل
hoc ا صو ال ااص الاح ناص  ذ  27( تعالجة الاضرار الناجمة تحديدي



 

 

 

246 

 

أ بحدر البرتان الاوروبي  رارد ال ي يتضمو توحيات موج ة  ص اتفوضية ب،زن 5151باتوبر  51د 
ذ و تى اللثظة الرا نةأ يتعد   ا القرار لور  جراص )مو النا ية 28 إار  اةوني تاؤولية ال ااص الاح ناص 

الزمنية( ضمو   ا اتاار الت،ريع  اتعقدأ ال ي يتز ر بوتنًة التلينًات الدورية للموظفنٌ الاوروبينٌ 
تجاوز ات،ارانٌ د العمليةذ ود   ا القرارأ ا يكتفِ البرتان الاوروبي بتقد، و وط توجي ية للم،رّ أ بل 

 ذل   ص ب ص   دود حلا يات أ  يخ  ام بصيااة م،رو  لائثة وبوح  اتفوضية بتبني اذ  
ود   ا الاياقأ لا يدكو تناول اتاؤولية القاةوةية لاست دام ال ااص الاح ناص  د اىال الصث  دون 
اك ارة بولاي  ص  درت  صل  الو اية مو الامراض والتنبؤ بهاأ  يخ يدكو بن يا د د تجن  ة،وص الامراض 

ليات ال بيةأ بما د ذل  العمليات بو ت ور اذ اما بن د ة و مو و ية الادوات ال اية تعزز افاصة العم
الجرا يةذ وصل  الراد مو بن   د التقنيات  د تقلل مو الاو اص ال بيةأ  لا بن ارتفا  التو عات من ا  د 

 يؤدي  ص ز دة الدصاوا القاةوةية صند  ،ل تحقيق النتائج اترجوةذ  
   والدساعدة الطبية.استخدام الذكاء الاصطناعي لأغراض التشخيص، والعلاج،  2.2.3

د  ال و و  ضرر ةتيلاة لاست دام ال ااص الاح ناص  د الت، ييم بو العلاجأ  إن اتاؤولية       
القاةوةية ستقع د اتقام الاول صل  مقدم  الرصاية الصثيةذ ومع ذل أ  ذا ا يكو مكمكان تحميل د 

مو اتاؤوليةذ ومع ذل أ  إن اتاؤولية صو اتاؤولية ب،كل مبا رأ  قد يتد الللاوص  ص ب كال بورا 
ذ    الاضرار الناجمة صو "الروبوت" بو "النظام ال ا " ةفا  انً مقبولة  اةوتي

  .استخدام الذكاء الاصطناعي لأغراض تحسين الإنسان )التعزيز البشري( -
يعة الب،ريةذ ويتنً يتات دم ال ااص الاح ناص  لت وير القدرات الصثية والجاديةأ متلااوزيا  دود ال ب
   29  ا التوج   ضا  بولا ية و اةوةية  ول "اليوجينية الليبرالية" وتحانٌ الصفات الورا يةذ

تبرر   د اتمارسات ملقضاص صل  الجينات اتاببة للأمراضأ لكن ا تتنً  اوف مو ولق   ات ب،رية 
ة ملب،ر  د يؤدي  ص ظ ور "اكةاان محانة وتعميق التفاوت الاجتماص ذ اما بن دمج الروبوتات ال بي

اتعزز"أ مما يدنل الن بة  مكاةيات استتنائيةذ وراد  ظر بع  الت بيقات  اةوةيياأ لا يزال "القاةون الناصد" 
استبعاد ماؤولية  ثانيا: و الاداة الاساسية لتنظيم اأ مع ا تمال  رض ت،ريعات باتر حرامة ماتقبلايذ

بن ال ااص الاح ناص  يدكو بن يؤدي وظائف إبية متقدمةأ  لا بة  لا يدكو صل  الراد مو   .30الروبوت
اصتبارد إبيبيا بو جرا يا  لكتروةيياأ لاة   رد بداة مو حنع اكةاان تخضع لقواةنٌ اتلكية الفكرية 
ة والصناصيةأ ويدكو تصنيع ا وبيع ا وامتلاا اذ وراد ما يتمتع ب  ال ااص الاح ناص  مو  درات  درااي
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واستقلالية ةابيةأ  قد ا ترح البع  منث    صية  اةوةية ماتقلةذ  إة،اص   يم الكتروني  و موضو  
جديد للقاةونأ وبمرا ضرور  ب،كل متزايد  يخ تنظد تقنيات ال ااص الاح ناص  معظد بة، ت ا اليومية 

بما د ذل  روبوتات العناية  بدصا بأةظمة دصد التّ، ييم  ص الادوات ال بية ال اية والروبوتات الجرا يةأ
ال، صيةذ ويرتبط   ا الوضع الجديد بدرجة استقلاليت دأ  تكنولوجيا اتعلومات وتنظيماتها بحبل ي لق 

و د بيد البرتان  31صلي ا7 "التاريخ اللني واتاتقبل الواصد" ويدكو بن تضاف صبارة "اتل ص مت اإر"
 كرة  ة،اص   صية  اةوةية واحة ملروبوتاتأ بحيخ يتد  5104 براير  03الاوروبي د  رارد الصادر د 

تصنيف الروبوتات اتاتقلة واتتقدمة او"ب  اص  لكتروةينٌ" ماؤولنٌ صو تعوي  بي ضرر يلثق مللنًذ 
 ويعني ذل  الاةتقال مو ماؤولية صو ب عال الروبوت  ص ماؤولية يتثمل ا الروبوت ذات ذ  

جدية  ول جدوا   ا ال رحأ  ذ بن منل الروبوتات   صية  اةوةية لو يحل ولكو  ناك  كوك       
اك كالات اتتعلقة ملامو واتاؤوليةأ  الاجدا  رض معاينً حارمة صل  مصمم  البر ياتأ واتصنعنٌأ 
 و تى اتات دمنٌذ اما بن ةقل اتاؤولية القاةوةية  ص الروبوت  د يضعف مبدب الرد  القاةونيأ  يخ لو

       32يكون اتصنعون صرضة للمااصلةأ مما  د يؤدي  ص تخفيف التزاماتهد بضمان الالامةذ
صلاوة صل  ذل أ  ناك  اوف مو بن يؤدي منل الروبوتات   صية  اةوةية  ص تعزيز  عور ملارتباط  

و  ضفاص العاإف  بين ا وبنٌ اترض أ واحة د  الات الرصاية الصثيةذ ل اأ يج  ر   بي توج  نح
 ال ابع اكةااني صل  الروبوتاتأ بما د ذل  الاصتراف بها ا، يم  اةونيذ 

 .الدسؤولية القانونية عن أضرار الذكاء الاصطناعي: بين الحذر الأوروبي وتحديات التطبيق 2.2.3
يعد تحديد اتاؤولية القاةوةية صو الاضرار الناجمة صو ال ااص الاح ناص  تحد ي رئيايياأ  يخ لا تزال      

الال ات الاوروبية تتبنى نهلايا   ريا د   ا اىالذ د  نٌ بن ال ااص الاح ناص   د يقلّل مو الاو اص 
 وةية صند الف،ل د تحقيق النتائج اتتو عةذ  ال بيةأ  لا بن ذل   د يؤدي بيضيا  ص ز دة الدصاوا القاة

ينبل  استبعاد  كرة ماؤولية الروبوت  اةوةيياأ راد اتقتر ات الاوروبية تنث    صية  اةوةية ماتقلةذ      
وبدلاي مو ذل أ يج  تحميل اتصنعنٌ وات وريو ماؤولية الاضرار الناجمة صو ال ااص الاح ناص أ بدلاي 

  صل  الروبوتات ةفا اذمو  لقاص اللوم 
 الدسؤولية القانونية للذكاء الاصطناعي في المجال الطبي. . 2.3
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 وود يووؤدي ت ووور الاةظمووة ال ايووة  ص ر ووع سووقف اتاووؤولية ال بيووةأ واحووة صنوود اكوفوواق د تحقيووق النتووائج 
ر اتوري  بو اتتو عةذ ود اياب ولل واضل مل ااص الاح ناص أ  ود يتثمول ال بيو  اتاوؤولية لعودم تحو ي

 لعدم اتبا  توحيات النظامذ 
 مسؤولية الدهنيين الصحيين.  2.2.3

تت بق القواصد الااليوة للماوؤولية ال بيوة صنود النظور د ماوؤولية الو ااص الاحو ناص  د اىوال الصوث ذ      
د ظوول القوواةون الاوواليأ  ووإن اتاووؤولية ال بيووة  ائمووة صلوو  مبوودب الخ ووزأ لكووو د  الووة  وودوث ضوورر باووب  

الصثة العامةأ ت،مل  مو  اةون L. 5211-1ولل د منتج حث أ تن بق  واصد واحةذ و قيا للمادة 
اتنتلاات الصثية الاج زة ال بيةأ بموا د ذلو  الوبرامج اتاوت دمة د الت،و ييم بو العولاجذ وصليو أ يدكوو 

 اصتبار بةظمة ال ااص الاح ناص  اتصممة له د الااراض امنتلاات حثيةذ  
بموور حووع  صملييوواأ لا لكوو تحميوول ات نيوونٌ الصوثينٌ اتاووؤولية يت لوو    بوات بن النظووام معيوو أ و وو      

سيما مع الاةظمة ذاتية التعلدأ  يخ يصبل مو اتعقد   بوات بن الضورر تتوج صوو ولول سوابق د التصوميد 
بو البر ةذ د   د الاالةأ  د يتد الللاوص  ص للية التعوي  الوإني صوو الاووادث ال بيوة د  وال تاوببت د 

   33 ضرر انً متو ع وو نً للمري ذ
 وود يووؤدي الاصتموواد اتتزايوود صلوو  الوو ااص الاحوو ناص  د الت،وو ييم والعوولاج  ص ز دة تحميوول ملمحصوولةأ     

 الاإباص اتاؤولية القاةوةيةأ  تى لو ا يتد تعديل القواةنٌ الااليةذ  
   الدسؤوليات الأخرى. 2.2.3

و قيا لاجت ادات  لس الدولة ومحكمة النق أ يتثمل ات نيوون الصوثيون ماوؤولية لا تت لو    بوات      
الخ ز صند است دام منتج حوث  معيو أ بينموا د النظوام القضوائ  الآوورأ يت لو    بوات الخ وزذ ولا يوزال 

منتلاوووات ملموسوووة بو  مكمكوووان تحميووول ال،وووراات اتصووونعة اتاوووؤولية صوووو اتنتلاوووات اتعيبوووةأ سوووواص ااةوووت
 بر ياتأ بما د ذل  مصممو الخوارزميات والبرامجذ  

مو القاةون اتودني الفرةاو  تونيم صلو  ماوؤولية الج وة اتصونعة للمكووّن والج وة الو   4-0512اتادة      
 امووت بد وو  د اتنووتج الن ووائ  ب،ووكل تضووامني  ذا تاووب  اتنووتج د ضووررذ لوو اأ يبقوو  الاووؤال7  وول ينبلوو  

ميووول اتاوووؤولية لللا وووة الااتووور  ووودرة صلووو  تقليووول ات ووواإرأ بم توزيع وووا صلووو  جميوووع الاإوووراف د سلاووولة تح
ا وووترح ةظوووام "تأمووونٌ روبووووتي" لضووومان التعووووي  صوووو  5104 برايووور  03اكةتووواج؟ البرتوووان الاوروبي د  ووورار 

 الاضرارذ  
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لروبووتات ال بيوةأ اموا  وو الاوال د د اتاوتقبلأ  ود يتعونٌ بيضيوا تحديود ماوؤولية متولاك وماوت دم  ا     
الروبووووتات اتاووواصدة للأ ووو اصأ مموووا ي ووورح تاوووا لات  وووول ايفيوووة تنظووويد اتاوووؤولية بووونٌ بو ووواص التصوووميد 
وبو ووواص الاسوووت دامذ لكوووو د الو وووت الاووواليأ يووورا البرتوووان الاوروبي بن ت ووووير ةظوووام  ووواةوني وووواص لهووو د 

سنة  بول  جوراص  02 ص  01لقواةنٌ القائمة تدة تتراوح بنٌ الاالات ما زال مبكرياأ ويفضل الاصتماد صل  ا
 34تعديلات جو ريةذ

   : الدسؤولية الأخلاقية.3.2.3
موايو  30بحبل الالتزام ملاولا يات الاداة الرئياية تواج ة ات اإر اترتب ة مل ااص الاح ناص ذ د      

الللانوووة الا تصوووادية والاجتماصيوووة الاوروبيوووة بوضوووع "مدوةوووة بولا يوووة صاتيوووة" للوووتثكد د  أ بوحووو ت5104
 ت وير ال ااص الاح ناص أ وتضمنت ميتاق الروبوتات اتلثق بقرار البرتان الاوروبيأ ال ي يحدد7  

 مدوةة بولا ية ت ندس  الروبوتات   -
 مدوةة سلوك لللاان الاولاق البثتية   -
 تروييم واص للم وريو واتات دمنٌ   -

تدصو التقارير البرتاةيوة  ص مؤساوة وإنيوة للأولا يوات د الو ااص الاحو ناص أ لضومان بن الت وورات       
تتما   مع القيد اكةااةيةذ ومع ذل أ يتنً   ا الون ج  واوف ب،وزن تأ ونً ال،وراات الكوبرا صلو  حويااة 

تضومّو تقريور لجنوة ال،وؤون  35مصالا ا بدلاي مو تحقيق اتصلثة العاموةذ القواةنٌ الاولا يةأ  يخ  د تخدم
الاجتماصيووووة والصووووثة والتنميووووة اتاووووتدامة والوووو ااص الاحوووو ناص أ والتثوووود ت الصووووثية وال بيووووة والقاةوةيووووة 

 أ ماودة توحية تهودف  ص5151والاولا ية اتقبلةأ ال ي ة،رت  الجمعية البرتاةية ىلس بوروم د باتوبر 
 مواج ة التثد ت اتتزايدة لتز نً ال ااص الاح ناص  صل  الرصاية الصثيةذ 

تو رّ ات ارة اتر قة ملتقرير  ثصيا تفصيلييا ت تلف الآثار ال بية والقاةوةيوة والاولا يوة للو ااص الاحو ناص أ 
القاةوةيوة توووردي  يووخ ب ورّت بتعوونٌ تحديود اتاووؤوليات ، ماووؤولية موورّدي الوو ااص الاحو ناص 36بموا د ذلو 

تقنيوووات الووو ااص الاحووو ناص  اتاوووت دمة د ال ووو  والرصايوووة الصوووثية لضووومان الامتتوووال للمعووواينً الاولا يوووة 
 .والقاةوةية
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 خاتمة: .4
يتعد ت بيق اتاؤولية اتدةيوة صوو بةظموة الو ااص الاحو ناص  د الرصايوة الصوثية و ووة ضورورية لامايوة       

الاضوورار الووو   ووود تلثووق بهووود ةتيلاووة بو ووواص الوو ااص الاحووو ناص ذ وراووود بن   قوووق اترضووو  وتعويضوو د صوووو
اتاووؤولية العقديووة والتقصوونًية يدكووو بن تووو ر  لووولاي  اةوةيووةأ  لا بن اتاووؤولية اتوضوووصية تبوودو باتوور ملائمووة  

  .للتعامل مع ال بيعة اتاتقلة له د الاةظمة
ية تت ل  ت وير ت،ريعات جديودة تتناسو  موع وصوحوية د اتقابلأ تبق   ناك تحد ت  اةوةية وتقن     

بةظموووة الووو ااص الاحووو ناص أ موووع تعزيوووز لليوووات التوووزمنٌ وحوووناديق التعووووي  لضووومان تعووووي  صوووادل وسوووريع 
 .للمرض  اتتضرريو

  : ولقد توجت   د الدراسة بملاموصة مو النتائج يدكو  جمالها  يما يل 
 تابب ا الروبوتات ال اية  ص ماوؤولية صقديوة وماوؤولية تقصونًية تنقاد اتاؤولية اتدةية صو الاضرار ال  -

   . ا  إبيعة التصرف
   .تتثقق اتاؤولية العقدية صند  ولال ب د الاإراف ملتزامات  المحددة د العقدأ مما ياتوج  التعوي  -

د د  ووال الروبوووتات تت لوو  اتاووؤولية التقصوونًية   بووات الخ ووز والضوورر والعلا ووة الاووببيةأ و ووو بموور معقوو -
   .ال اية

أ و قيووا لجاووامة  - يترتوو  صلوو   يووام اتاوؤولية وجوووب تعوووي  اتضوورورأ سووواص اوان التعوووي  صينييووا بو ةقوود ي
   .الضرر
 ووود تتاوووب  الروبووووتات ال ايوووة د ب عوووال لا تقتصووور صلووو  الاضووورار اتدةيوووةأ بووول تدتووود ب يووواتي  ص الجووورائد  -

   .القاةوةية
 .وبوتات ال اية ذمة مالية ماتقلةأ مما يدنع ا مو تعوي  اتتضرريو مو بموالها الخاحةلا تدتل  الر  -

  : ال  تم توحل  لي ا يدكننا ةقترح  موصة مو التوحيات تتلااد د النتائجومو ولال 
سوو ةصووص  اةوةيوة واحوة تدونل الروبووتات ال ايوة   صوية  اةوةيوة لتثمول اتاوؤولية صوو الاضورار الو   -

   .تتاب   ي ا
   . صادة حيااة القواةنٌ ال  تنظد اتاؤولية اتدةية بما يتما   مع الت ورات التكنولوجية الاديتة -
   . رض التزمنٌ اكجباري صل  اتاؤولية اتدةية صو الاضرار الناجمة صو الروبوتات ال اية -
   .ال اية وتضمو تعويض د صو الاضرارسو ت،ريعات تحم  ضثا  الجرائد ال  ترتكب ا الروبوتات  -
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 تفعيوول حووناديق التعوووي  لضوومان تعوووي  اتتضوورريو مووو الاضوورار الناجمووة صووو ب عووال الوو ااص الاحوو ناص  -
 الذوامش: .5
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  :ملخص
الذكاء الاصطناعي برديا كبتَا لأنظمة حماية البيانات الشخصية، نظرا لقدرتو على جمع وبرليل   يدثل

الإطار  07-18كميات ىائلة من الدعلومات بطرق يصعب تنظيمها قانونيا. وفي الجزائر يعد القانون رقم 
يل تقنية وتشريعية في التشريعي الرئيس لحماية البيانات ذات الطابع الشخصي، إلا أن تطبيقو يواجو عراق

وتبقى بعض الجوانب مثل الدعالجة الآلية وابزاذ القرارات الدؤبستة، غتَ  ،ظل تطور تقنيات الذكاء الاصطناعي
واضحة في ىذا القانون، لشا يفاقم الدشكلة في ظل غياب نصوص قانونية صريحة تنظم العلاقة بتُ الذكاء 

 .الاصطناعي والخصوصية الرقمية
 .07 – 18حماية البيانات الشخصية، الذكاء الاصطناعي، القانون رقم  الدفتاحية:لكلمات ا

Abstract: 

 Artificial intelligence poses a significant challenge to personal data protection 

systems, given its ability to collect and analyze vast amounts of information in 

ways that are difficult to legally regulate. In Algeria, Law No. 18-07 is the 

primary legislative framework for personal data protection, but its implementation 

faces technical and legislative obstacles as AI technologies evolve. Some aspects, 

such as automated processing and automated decision-making, remain unclear in 

this law, exacerbating the problem in the absence of explicit legal texts regulating 

the relationship between AI and digital privacy. 

Keywords: Personal Data Protection, Artificial Intelligence, Law No. 18-07. 
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  مقدمة: .1
في عصر الثورة الرقمية والتطور التكنولوجي الدتسارع، برز الذكاء الاصطناعي كأحد أىم التقنيات 
الحديثة التي تعيد تشكيل لستلف مناحي الحياة، سواء في المجالات الصحية أو التعليمية أو النقل أو حتى في 

 الحياة اليومية. 
وتعتمد ىذه التكنولوجيا بشكل جوىري على جمع وبرليل كميات ىائلة من البيانات الشخصية، 

 ما يطرح برديات قانونية وأخلاقية تتعلق بخصوصية الأفراد وحقوقهم في حماية معطياتهم الشخصية. 
عالجة الدتعلق بحماية الأشخاص الطبيعيتُ في م 07-18جاء القانون الجزائري رقم  ومن ىذا الدنطلق

كإطار قانوني مرجعي يهدف إلى تنظيم عمليات جمع ومعالجة البيانات،   1الدعطيات ذات الطابع الشخصي
 .وضمان حقوق الأفراد في ظل استخدام تقنيات الذكاء الاصطناعي

ومع أن ىذا القانون وضع مبادئ واضحة وصارمة لضمان حماية البيانات، إلا أن سرعة تطور 
الحالي على لراراة ىذه  القانون قيد آلياتو يثتَان تساؤلات حول مدى قدرةالذكاء الاصطناعي وتع

 .التحديات، وحماية الخصوصية بشكل فعال دون الإضرار بفرص الاستفادة من ىذه التكنولوجيا
 70-81إلى أي مدى يوفر القانون الجزائري رقم نطرح الإشكالية التالية  و من خلال ما سبق

 الشخصية في ظل الاستخدام الدتزايد لتقنيات الذكاء الاصطناعي؟حماية فعالة للبيانات 
الإطار ل وللإجابة على ىذه الإشكالية سنتناول الدوضوع في مبحثتُ نعالج في الدبحث الأو 

الدبحث الثاني برديات الذكاء في  نعالجثم  لحماية البيانات الشخصية والذكاء الاصطناعي الدفاىيمي
 .البيانات الشخصية وفقا للتشريع الجزائري الاصطناعي في لرال حماية

 :الإطار الدفاهيمي لحماية البيانات الشخصية والذكاء الاصطناعي .9
الدتعلق بحماية الأشخاص الطبيعيتُ في معالجة الدعطيات ذات الطابع  07 – 18القانون رقم يشكل 

الإطار القانوني الدرجعي لحماية البيانات ذات الطابع الشخصي في الجزائر، حيث جاء استجابة  الشخصي
لتزايد التهديدات الدرتبطة بالبيئة الرقمية، وبالخصوص في ظل ظهور تقنيات الذكاء الاصطناعي، التي تتميز 

الخصوصية الفردية بشكل بقدرتها على جمع وبرليل كميات ضخمة من الدعطيات، لشا قد يؤدي إلى انتهاك 
 .غتَ مسبوق
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 :مفهوم البيانات الشخصية والذكاء الاصطناعي. 8.9
حماية  عد البيانات الشخصية والذكاء الاصطناعي من الدفاىيم الأساسية التي تشكل قاعدة لفهمت

يدثل ما فالبيانات الشخصية تشكل معلومات حيوية تتعلق بالأفراد، بين ،الخصوصية في العصر الرقمي
 ن من معالجتها بطرق متقدمة. يدك تقنيا الذكاء الاصطناعي تطورا

 .يصبح من الضروري تعريف ىذين الدفهومتُ لفهم إطار الحماية القانونية الدنظم لذما لذا
 الشخصية والذكاء الاصطناعي: تعريف البيانات لاأو 
 :تعريف البيانات الشخصية - أ

الأشكال أو الحقائق الدادية الدلموسة و أنها بدجرد إبسام  يدكن تعريفها بأنها لرموعة من الرموز أو
الدعالجة الآلية إلكتًونيا تتحول إلى معلومات تكون في ظاىرة مادية تشكل بيانات متعددة تتبلور عند 
بذميعها أو نقلها أو بززينها بواسطة الأفراد أو الأنظمة الإلكتًونية إلى معلومات فهي تتميز بالدرونة بحيث 

 .2بززينها في وسائل متعددة يدكن
/أ بقولذا "ىي كل 2في الدادة  3البيانات الشخصية 108ولقد عرفت الاتفاقية الأوروبية رقم 

الدعلومات الدتعلقة بشخص طبيعي معرف أو قابل للتعرف عليو"، كما عرفها التوجيو الأوروبي بشأن التوقيع 
 بشخص لزدد الذوية أو قابل للتحديد".بقولذا "كل معلومة تتصل  02في الدادة  4الإلكتًوني

الدتعلق بالدعلوماتية والحريات الدعدل والدتمم  17 – 78كما عرفها الدشرع الفرنسي في القانون 
والذي تطرق إلى تعريف البيانات الشخصية بأنها تتمثل في "أي معلومة  2004لاسيما ما تناولو تعديل 

ن برديد ىويتو مباشرة بواسطة رقم معتُ، أو بواسطة تتعلق بشخص طبيعي لزددة ىويتو أو من الدمك
 ".5عنصر أو أكثر خاص بو

بأنو "كل معلومة بغض النظر عن  07 – 18أما بالنسبة للمشرع الجزائري فقد عرقها في القانون 
بصفة مباشرة أو  –الشخص الدعتٍ  –دعامتها متعلقة بشخص معرف أو قابل للتعرف عليو والدشار إليو 

ة، لاسيما بالرجوع إلى رقم التعريف أو عنصر أو عدة عناصر خاصة بهويتو البدنية أو غتَ مباشر 
 ".6الفيزيولوجية أو الجينية أو البيومتًية أو النفسية أو الاقتصادية أو الثقافية أو الاجتماعية

ورد  ويتضح من ىذا التعريف أن الدشرع الجزائري تبتٌ تعريفا واسعا للبيانات الشخصية، مشابها لدا
في التشريعات الدقارنة، ويشمل الدعطيات البيومتًية والوراثية، ما يجعلو قادرا نظريا على تغطية أنواع البيانات 
التي قد تعالجها أنظمة الذكاء الاصطناعي، وتسري أحكام ىذا القانون على كل معالجة للبيانات 
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، لشا يجعل القانون من حيث 7يدويالشخصية التي تتم داخل التًاب الوطتٍ، سواء بست بشكل آلي أو 
 .الدبدأ شاملا للمعالجة بالوسائل الذكية

 : تعريف الذكاء الاصطناعي - ب
يعرف الذكاء الاصطناعي بأنو خلق وتصميم برامج الحاسبات التي براكي أسلوب الذكاء الإنساني 
لكي يتمكن الحاسب من أداء بعض من الدهام بدل الإنسان التي تتطلب التفكتَ والتفهم والسمع والحركة 

 .8بأسلوب منطقي ومنظم
ات و إحداث التفكتَ التأملي، و ىو و الذكاء ىو القدرة على التعلم و حل الدسائل و فهم البديهي

قدرات تفكتَية شاملة و ىو القدرة على اكتشاف الصفات الدلائمة للأشياء و علاقة ببعضها البعض وىو 
 .9القدرة على التفكتَ في العلاقات أو التفكتَ الإنشائي الذي يتجو إلى برقيق ىدف ما

 :10ويتسم الذكاء الاصطناعي بعدة خصائص ولشيزات من بينها
 استخدام الذكاء في حل الدشاكل الدعروضة مع غياب الدعلومة الكاملة. -
 القدرة على التفكتَ والإدراك. -
 القدرة على اكتساب الدعرفة وتطبيقها. -
 القدرة على التعلم والفهم من التجارب والخبرات السابقة. -
 القدرة على استخدام الخبرات القديدة وتوظيفها في مواقف جديدة. -

 : الدبادئ القانونية لدعالجة البيانات الشخصية اثاني
لرموعة من الدبادئ الأساسية  07-18من القانون  9إلى  5حدد الدشرع الجزائري في الدواد من 

 :التي يجب الالتزام بها في كل عملية جمع أو معالجة للبيانات الشخصية، ومن أهمها
 :لدوافقة الدسبقة ونوعية البياناتا - أ

تعد شرطا أساسيا لدعالجة البيانات الشخصية  الدوافقة الدسبقةعلى أن  07–18ينص القانون رقم 
، و لقد 11من خلال الذكاء الاصطناعي، ولا يجوز التعامل معها دون موافقة صريحة من الشخص الدعتٍ

 .12قانوننص نفس القانون أنو في حال كان الشخص غتَ كامل الأىلية تطبق عليو القواعد العامة لل
التامة  وجوب احتًام السرية، مع 13إضافة لذلك يسمح للشخص أن يسحب موافقتو في أي وقت

 .14ومنع اطلاع الغتَ على البيانات إلا من أجل الصاز الغايات الدرتبطة مباشرة بدهام الدسؤول عن الدعالجة
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 :حمبدأ الدشروعية والوضو  - ب
الدشرع أن تتم الدعالجة البيانات الشخصية بطريقة مشروعة ونزيهة، مع ضرورة برديد  يشتًط

الأىداف من عملية الجمع بشكل واضح ومشروع، كما يدنع استخدام البيانات لاحقا لأغراض غتَ 
 15.متوافقة مع الغايات الأصلية

 :مبدأ التناسب -ج
ومرتبطة بالأىداف الدعلنة، وألا تكون مفرطة  يقتضي ىذا الدبدأ أن تكون البيانات المجمعة ملائمة

، 16أو زائدة عن الحاجة، أي معالجة يجب أن تعتمد فقط على البيانات الضرورية لتحقيق الأغراض المحددة
 عند معالجة البيانات الشخصية بواسطة استخدام الذكاء الاصطناعي.

 :مبدأ الدقة والتحديث -د
قدر الإمكان ولزدثة بانتظام، كما يجب ابزاذ الإجراءات  يجب أن تكون البيانات الشخصية دقيقة

اللازمة لتصحيح أو حذف الدعلومات الخاطئة أو غتَ الكاملة، بدا يحقق مبدأ الشفافية وضمان أمن 
 17.الدعالجة

ىذا الدبدأ على البيانات الشخصية التي يتم استخدامها كأساس لاستخدام الذكاء  ويسري
الاصطناعي، خاصة عند استخدام ىذه البيانات لابزاذ القرارات والاستنتاجات الخاصة بأحد موضوعات 

 البيانات الشخصية
 :بدأ تحديد مدة الحفظم -ه

لتحقيق الغايات التي جمعت من أجلها، ولا  تلزم البيانات بأن برفظ فقط للفتًة الزمنية الضرورية
يجوز الاحتفاظ بها إلى أجل غتَ مسمى، ما لم يكن ذلك لأغراض علمية أو إحصائية أو تاريخية مبررة 

 .18ومرخصة
وعليو يحظر الاحتفاظ بالبيانات الشخصية في حالة عدم الحاجة إليها لأغراض الدعالجة عبر 

 استخدام الذكاء الاصطناعي.
 :صاف والشفافيةالإن -و

يجب أن تتم معالجة البيانات الشخصية باستخدام الذكاء الاصطناعي بطريقة قانونية، عادلة 
وشفافة، ويتطلب ذلك وجود أساس قانوني ينظم ىذه الدعالجة التقنية، على أن تنفذ بأسلوب منصف 

تبع
ُ
 .ة في معالجة بياناتووشفاف يدكن صاحب البيانات من الإحاطة والإدراك بالإجراءات التقنية الد
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 :مبدأ التقيد بالإجراءات الدسبقة -ز
، التقيد بإجراءات شكلية تسبق مباشرة أي 07-18أوجب الدشرع الجزائري، في إطار القانون رقم 

عملية لدعالجة البيانات الشخصية، ويهدف ىذا الإجراء إلى حماية الحقوق والحريات الأساسية للأشخاص 
 .الرقابة الفعالة على أنشطة الدعالجة التي يباشرىا الدسؤول عنهاالدعنيتُ، وضمان 

تصريح مسبق أو ترخيص من وفي ىذا السياق لا يجوز البدء في أي معالجة إلا بعد الحصول على 
، ويعد ىذا الشرط أحد الضمانات القانونية الجوىرية التي 19السلطة الوطنية لحماية البيانات الشخصية

 .20الجة ومطابقتها للقانونتكفل مشروعية الدع
سلامة البيانات لضمان إضافة إلى ذلك يلتزم الدسؤول عن الدعالجة بابزاذ كل التدابتَ اللازمة 

 من نفس القانون على واجب كتمان السر الدهتٍ. 48الدادة  وقد شددت وسريتها،
 :حقوق الأفراد وآليات الحماية الدؤسساتية.  9.9

ضمان حقوق الأفراد وحمايتهم من الاستعمال غتَ الدشروع لبياناتهم حجر الزاوية في أي نظام  دعي
الحقوق الفردية والآليات الدؤسساتية  07-18قانوني لحماية الدعطيات. وفي ىذا السياق، يُبرز القانون 

 .الكفيلة بتحقيق ىذه الحماية، لاسيما في ظل تطور تقنيات الذكاء الاصطناعي
 : الحقوق القانونية الدقررة للأشخاصلاأو 

على سبيل الحصر جملة من الحقوق للأشخاص الطبيعيتُ لضمان سيطرتهم  07-18كرس القانون 
 :على بياناتهم الشخصية حتى أثناء معالجتها باستخدام الذكاء الاصطناعي تتمثل فيما يلي

 :الحق في الإعلام - أ
مسبق بهوية الجهة الدسؤولة عن الدعالجة يحق لكل شخص تعالج بياناتو أن يكون على علم 

باستخدام الذكاء الاصطناعي، وأىداف ىذه الدعالجة، وكافة الدعلومات الإضافية الدرتبطة بها، كما يجب 
 .21إعلامو في حال تم جمع الدعطيات ضمن شبكات مفتوحة قد يتم تداولذا دون ضمانات

ا: إذا كانت الدعالجة لأغراض إحصائية، تاريخية، ومع ذلك نص الدشرع على استثناءات من ىذا الحق، منه
 .22علمية، أو بست وفقا لنص قانوني، أو كانت لزصورة في أىداف صحفية، فنية، أو أدبية

 :الحق في الوصول إلى الدعطيات )الولوج( -ب
يتمتع الشخص الدعتٍ بالحق في الحصول على إجابات واضحة من الدسؤول عن الدعالجة أثناء 
استخدام الذكاء الاصطناعي بشأن أي استفسارات تتعلق بها، كما يدكنو طلب الاطلاع على البيانات 
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لى عاتق الخاصة بو لزل الدعالجة، بشرط ألا يكون ىذا الطلب تعسفيا أو متكررا بشكل غتَ مبرر، ويقع ع
 .23الدسؤول عن الدعالجة إثبات ما إذا كان الطلب تعسفيا

 :الحق في التصحيح -ج
على حق الشخص في طلب تصحيح أو برديث أو حذف أو غلق  07-18نصت القانون 

البيانات غتَ الصحيحة أو غتَ القانونية أو الدمنوعة، وفي حال رفض الدسؤول عن الدعالجة باستخدام الذكاء 
ةالاصطناعي   .24ىذا الطلب أو لم يرد عليو، يدكن رفعو إلى السلطة الوطنية الدختص

ومن الجدير بالذكر أن الدشرع قد دمج حق الحذف أو الإغلاق ضمن حق التصحيح، مع أن ىذا الحق 
من نفس القانون بزول الشخص الحق في سحب  07، خاصة وأن الدادة 25يجب أن يكون قائما بذاتو

 أي وقت، لشا يدنحو بالدقابل الحق في طلب حذف أو غلق بياناتو حتى وإن كانت موافقتو على الدعالجة في
 .صحيحة
 :الحق في الاعتراض -د

باستخدام  26يحق للشخص الدعتٍ أن يعتًض لأسباب مشروعة، على معالجة بياناتو الشخصية
الذكاء الاصطناعي، غتَ أن الدشرع لم يوضح الآليات التي تتيح لو لشارسة ىذا الحق، ولا الجهة الدخولة 

 .بتقييم مدى مشروعية ىذا الاعتًاض
 :منع الاستكشاف الدباشر -ه
ظر استخدام الوسائل التكنولوجية للكشف الدباشر عن البيانات الشخصية التي يدخل ضمنها يح
، ولم يتناول 27الذكاء الاصطناعي دون الحصول على موافقة صريحة ومسبقة من الشخص الدعتٍاستخدام 

الدشرع في ىذا القانون حقا أساسيا يتمثل في حق الشخص الدعتٍ بالدعالجة في تقييد وبرديد أساليب وطرق 
 الدعالجة. 

الأفراد ىذا الحق من  وللإشارة فإن الدعالجة تنقسم إلى نوعتُ وتتضمن مراحل وطرق متعددة، ومنح
 شأنو أن يعزز فعالية حماية البيانات الشخصية. 

وقد أقر ىذا الدبدأ في التعديل الأختَ للتوجيو الأوروبي الدتعلق بحماية البيانات الشخصية، والذي 
 .(GDPR) 28جاء في إطار ما يعرف باللائحة العامة لحماية البيانات الشخصية

فإن ىذه الحقوق بسنح الشخص الدعتٍ أداة فعالة للسيطرة على بياناتو ومنع إساءة  وبالتالي
 .استخدامها، خصوصا في نظم الذكاء الاصطناعي التي تعتمد على الدعالجة التنبئية والتصنيفية
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الذيئة الوطنية لحماية الدعطيات ذات الطابع الشخصي ودورها في حماية البيانات في  ثانيا:
 الجزائر

الركيزة الأساسية في  (CNPD) تعتبر الذيئة الوطنية لحماية الدعطيات ذات الطابع الشخصي
على إنشاء ىذه الذيئة كهيئة مستقلة  07-18منظومة حماية البيانات الشخصية بالجزائر، فقد نص قانون 

ون للأشخاص ذات شخصية معنوية وذمة مالية، تهدف إلى ضمان احتًام وحماية الحقوق التي يكفلها القان
 .29الطبيعيتُ في معالجة بياناتهم الشخصية

حيث بسارس مهامها بحرية تامة دون تدخلات سياسية أو إدارية. وىذا استقلال يدكنها من ابزاذ 
 .قرارات موضوعية وصارمة في مواجهة الانتهاكات، بدا يرسخ الثقة في النظام القانوني لحماية البيانات

أعضاء يختارىم رئيس الجمهورية وثلاثة قضاة يقتًحهم المجلس الأعلى تتشكل السلطة من ثلاثة 
للقضاء من بتُ قضاة المحكمة العليا ولرلس الدولة، كما تتكون السلطة من عضو عن كل غرفة من البرلدان 

ر ولشثل البرلدان ولشثل المجلس الوطتٍ لحقوق الإنسان، وآخرين يدثل كل واحد منهم وزير الدفاع الوطتٍ، وزي
الشؤون الخارجية، الوزير الدكلف بالداخلية، وزير العدل والوزير الدكلف بالبريد والدواصلات السلكية 

 واللاسلكية والتكنولوجيا الرقمية، وزير الصحة وزير العمل والتشغيل والضمان الاجتماعي.
قابلة عتُ رئيس السلطة الوطنية و أعضائها بدوجب مرسوم رئاسي لعهدة مدتها خمسة سنوات ي
 . 30للتجديد

مكلفة بتلقي تصريحات معالجة  مهام السلطة الوطنية فهي 07 – 18لقد أورد القانون رقم 
البيانات الشخصية ومنح التًاخيص في حالة قدرت وجوب ذلك، كما تقوم بإعلام الشخص الدعتٍ 

الدعطيات من أشخاص والدسؤول عن الدعالجة بحقوقو وواجباتو، كما تقدم استشارات لكل من يلجأ لدعالجة 
 أو كيانات.

الشكاوى حتُ تنفيذ معالجة البيانات الشخصية، الوطنية كل الاحتياجات والطعون و تتلقى السلطة 
وىي منوطة بدنح التًخيص لنقل البيانات للدول الأجنبية وفقا للقانون، كما يدكن للسلطة أن تأمر أيضا 

أو سحبها أو إتلافها، وأن تقوم بنشر التًاخيص الدمنوحة في بالتغتَات اللازمة لحماية البيانات أو إغلاقها 
سجل وطتٍ، كما تسهر على تطوير العلاقات مع الدول الأجنبية في ىذا المجال وتقديم الاقتًاحات اللازمة 

 لتبسيط وبرستُ الإطار التشريعي والتنظيمي في ىذا المجال.
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دارية اللازمة في حالة خرق القانون عند كما أنو من مهام السلطة الوطنية إصدار العقوبات الإ
 .31معالجة البيانات الشخصية وإعلام النائب العام في حالة إدراكها وجود وصف جزائي

ووفقا للقانون تلتزم السلطة الوطنية لشثلة في رئيسها وأعضائها بالحفاظ على سرية البيانات، كما 
ن طرف السلطات العمومية أو من طرق الخواص بسسك السلطة سجلا وطنيا تقيد فيو الدلفات الدعالجة م

بصفتهم مسؤولتُ عن الدعالجة، وتقيد فيو كافة التصريحات والتًاخيص وكل البيانات الضرورية للسماح 
 .32للأشخاص الدعنيتُ بدمارسة حقوقهم القانونية

 :بالرغم من الأهمية القانونية والإجرائية للهيئة، تواجو عدة برديات برد من فعاليتهاو 
  ة:الافتقار إلى الدوارد التقنية والبشري -

حيث برتاج الذيئة إلى كوادر مؤىلة وتقنيات متطورة تواكب تطور الذكاء الاصطناعي، لضمان 
 .مراقبة دقيقة للبيانات الشخصية وعمليات الدعالجة

  ة:تحديات التقنيات الحديث -
عمليات الدراقبة بسبب تعقيد أنظمة الدعالجة، وغموض  مثل الذكاء الاصطناعي الذي يعقد

 خوارزميات الذكاء الاصطناعي في ابزاذ القرارات.
مع تصاعد استخدام تقنيات الذكاء الاصطناعي التي تعتمد على معالجة  والحدير بالذكر فإنو 

بضمان أن  كميات ضخمة من البيانات الشخصية، يصبح دور الذيئة أكثر حيوية، فهي الجهة الدختصة
تكون ىذه الدعالجات متوافقة مع القانون، وتتحقق من عدم وقوع بذاوزات في جمع أو برليل البيانات، كما 
تلعب دورا أساسيا في حماية الحقوق الرقمية للمواطنتُ وتوجيو الدشرع لتطوير القوانتُ بدا يتناسب مع 

 .التطورات التقنية
البيانات الشخصية وتحديات الحماية القانونية في ظل القانون فعالية الذكاء الاصطناعي في معالجة  .:

81-70: 
كبتَة  معالجة البيانات الشخصية، مقدما فرصا يشكل الذكاء الاصطناعي ثورة تقنية غتَت أساليب

في لستلف المجالات، لكنو في الدقابل يثتَ إشكالات قانونية وأخلاقية تتعلق بحماية الخصوصية وحقوق 
 .الأفراد
 :فعالية الذكاء الاصطناعي في معالجة البيانات الشخصية ومخاطرها. :.8
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يعد الذكاء الاصطناعي أداة فعالة في برليل البيانات وتوظيفها في لستلف المجالات الحيوية، لدا يوفره 
أن ىذا التقدم يثتَ في الدقابل إشكالات قانونية وأخلاقية  من دقة وسرعة وكفاءة في ابزاذ القرار. غتَ

متعلقة بحماية البيانات الشخصية واحتًام الخصوصية، لشا يستوجب التوازن بتُ الفعالية التقنية والضمانات 
 .الحقوقية

 : لرالات استخدام الذكاء الاصطناعي وتحليل البيانات أولا
ت الحديثة، إذ يعتمد على خوارزميات متقدمة لدعالجة  يعد الذكاء الاصطناعي من أبرز التقنيا

كميات ضخمة من البيانات بشكل آلي، معتمدا على التعلم الذاتي والتحليل العميق دون تدخل بشري 
 مباشر. 

وتبرز أهميتو في تطبيقاتو الدتعددة، لاسيما في المجالات التي تشهد تفاعلا مستمرا بتُ الإنسان والآلة 
 :استخدام الذكاء الاصطناعي وبرليل البيانات، ويدكن إبراز أهمها فيما يليتتنوع في التي 

 :الصحة - أ
أصبح الذكاء الاصطناعي جزءا مهما في تقديم الخدمات الصحية والطبية، بدا في ذلك إمكانية 
فحص أعداد كبتَة من الدرضى في وقت وجيز والتشخيص الدبكر، والعلاج ووصف الأدوية، ما يساىم في 

 . 33إنقاذ الدرضى وتقليل الجهد والتكاليف من خلال استخدام التحليلاتتسريع 
كما أصبح الروبوت مساعدا للطواقم الطبية في إجراء العمليات الجراحية عن بعد، وتقديم الرعاية 
في الحالات التي يتعذر فيها حضور الطبيب، وقد استخدمت الصتُ الروبوتات خلال جائحة كورونا 

 .34الغذاء للمصابتُ، وجمع وبرليل البيانات الصحيةلتقديم الأدوية و 
 :النقل -ب

تشمل تطبيقات الذكاء الاصطناعي في النقل العديد من المجالات التي تهدف إلى برستُ الكفاءة 
تستخدم السيارات ذاتية القيادة استخدام الذكاء الاصطناعي في السيارات ذاتية القيادة حيث  :والسلامة مثل

الاصطناعي مثل التعلم العميق والرؤية الحاسوبية لتحليل البيئة المحيطة وابزاذ قرارات القيادة تقنيات الذكاء 
بشكل مستقل، وىذه السيارات قادرة على التعرف على الإشارات الدرورية، والدشاة، والعوائق الأخرى، لشا 

 .يعزز من سلامة الطرق
حيث تساىم تقنيات الذكاء  الاصطناعيبرستُ إدارة الدرور باستخدام الذكاء كما يستخدم في 

الاصطناعي في برستُ إدارة الدرور من خلال برليل البيانات الضخمة من أجهزة الاستشعار والكامتَات.  
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كما يدكن لذذه التقنيات التنبؤ بالازدحامات الدرورية وتقديم حلول فورية لتخفيفها، مثل تعديل توقيت 
 .لةالإشارات الضوئية أو اقتًاح طرق بدي

يساعد الذكاء الاصطناعي في برليل  حيث برليل البيانات لتطوير خدمات النقل العامإضافة إلى ذلك 
 بيانات الركاب وأنماط الاستخدام لتطوير خدمات النقل العام. ويدكن استخدام ىذه التحليلات لتحستُ

لشا يزيد من كفاءة وراحة جداول الحافلات والقطارات، وبرديد الدناطق التي برتاج إلى خدمات إضافية، 
 .35النقل العام
 :القانون -ج

المجال القانوني تطورا كبتَا بفضل تقنيات الذكاء الاصطناعي، حيث تستخدم أدوات مثل  شهد
التعلم الآلي لتحليل البيانات القانونية وتقديم توقعات دقيقة لنتائج القضايا والتنبيو بالأحكام المحتملة، كما 

 انونية الضخمة. يوظف التعلم العميق لاستخراج الأدلة والدعلومات ذات الصلة من الدلفات الق
وفي قانون الأعمال تستخدم ىذه التقنيات لكشف الاحتيال وضمان الامتثال، خاصة مع تزايد 

 .الجرائم الرقمية التي يصعب اكتشافها بالطرق التقليدية
ورغم ىذه الفوائد، تواجو تطبيقات الذكاء الاصطناعي برديات تتعلق بالخصوصية والأمان، لشا 

ات القانونية بشكل صارم، كما تبرز الحاجة إلى تعزيز الشفافية والدساءلة في استخدام يستدعي حماية الدعلوم
 .36التكنولوجيا لابزاذ القرارات القانونية

 :التعليم -د
عن طريق برلريات جاىزة لنظم خبتَة مرتبطة بالذكاء الاصطناعي تستخدم في التعليم للمشاركة في 

 لى حد ما الدعلم البشري الذي يعرف الدنهج الدراسي.الدعرفة وإعادة استخدامها حيث براكي إ
حيث يساعد الذكاء الاصطناعي على تغتَ سلوكو في التدريس وفقا لسلوك الدتعلمتُ الدتفاعلتُ 

 .37معو
 :داخل الحياة الدنزلية -ه

أصبحت الروبوتات جزءا من الحياة اليومية داخل البيوت، حيث تساعد في الأعمال الدنزلية، أو 
 رعاية الأطفال وكبار السن وذوي الاحتياجات الخاصة. 

كما تؤدي أدوارا اجتماعية وثقافية وحتى بذميلية، وتشارك أفراد العائلة في الألعاب، وتتفاعل 
 .ح، حزن، غضب...()فر  38حسب الحالة النفسية للمستخدم
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ويعتمد الذكاء الاصطناعي في ىذا الإطار على برليل كميات ضخمة من البيانات الشخصية 
باستخدام تقنيات التعلم الآلي والتعلم العميق، ومن خلال دمج بيانات من مصادر متنوعة تشمل السلوك 

 .اط والتنبؤ بالسلوكياتالرقمي، والدعلومات الصحية، والعادات الاستهلاكية، يستطيع برليل الأنم
 : مخاطر معالجة البيانات الشخصية عن طريق الذكاء الاصطناعيثانيا

يؤدي استخدام الذكاء الاصطناعي في العديد من المجالات إلى جمع البيانات وبرليلها بهدف ابزاذ 
 :قرارات مناسبة. إلا أن ىذه العملية قد بردث لساطر متعددة بسس الحياة الخاصة، منها

 :انتهاك الخصوصية الشخصية - أ
، التي حولت البيوت والددن إلى أماكن ذكية، فإن 39نتيجة الانتشار الواسع لإنتًنت الأشياء 

استخدام الروبوتات للمساعدة الدنزلية أو لأغراض الحراسة والدراقبة يضعها على بساس مباشر مع البيانات 
الشخصية، الأمر نفسو ينطبق على التطبيقات الذكية في الذواتف، والدركبات، والطائرات ذاتية القيادة، التي 

ومات دقيقة عن الدستخدمتُ، وذلك من خلال شرائح أو وحدات معالجة موجودة في ىذه تقوم بجمع معل
 الأجهزة الدتصلة بالإنتًنت. 

ىذه البيانات بززن أولا في ذاكرة الذكاء الاصطناعي، فيما يعرف بـ"الذكاء السالب"، ثم برلل 
ستخدام تقنيات الحوسبة السحابية لاحقا باستخدام نظام الاستدلال لابزاذ قرارات، ويدكن أيضا بززينها با

 .40التي بذمع كميات ىائلة من الدعلومات من لستلف المجالات
 :القرصنة والاختراقات الأمنية -ب

مع ازدياد عدد الأجهزة الدتصلة بالأنتًنت، تزداد فرص اختًاق شبكات الدنازل الذكية والدواقع 
امر التي يرسلها الدستخدمون عبر ىواتفهم الذكية الإلكتًونية، ما يشكل تهديدا مباشرا للخصوصية، فالأو 

 . 41إلى الخدمات السحابية )مثل فتح باب الدنزل( بسر عبر الأنتًنت، ما يجعلها عرضة للاختًاق
وبذلك تتحول تلك الأشياء الذكية من لررد أدوات إلى كيانات بذمع معلومات دقيقة عن 

لتلك التقنيات إمكانية استًجاع تلك البيانات دون الدستخدم ونمط حياتو، لشا يدنح الجهات الدستَة 
 42.خضوعهم للمساءلة القانونية، رغم كونهم يعالجون بيانات شخصية

 :الدراقبة الدستمرة -ج
سيجد الإنسان نفسو مراقبا باستمرار، حتى في أكثر الأماكن خصوصية، خاصة إذا استعان  

 بروبوتات داخل الدنزل سواء للمساعدة أو للمراقبة. 
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وقد تصل ىذه الروبوتات إلى مستوى متقدم من التشابو مع البشر، وتعتمد في عملها على بذميع 
لا تنسى، على عكس الإنسان الذي ينسى بطبيعتو، ما وبرليل البيانات دون مسحها، حيث بستلك ذاكرة 

 43.يشكل برديا كبتَا لخصوصية الحياة اليومية
 :في مواجهة الذكاء الاصطناعي 70-81حدود القانون . :.9

من ضمانات لحماية البيانات الشخصية، إلا أن ظهور الذكاء  07-18غم ما تضمنو القانون ر
 عديدة. جديدةعي يطرح إشكالات قانونية الاصطنا
تتمثل أبرز ىذه التحديات في غياب التكييف القانوني للذكاء الاصطناعي، وضرورة برديث و 

  .الإطار التشريعي لدواكبة التطورات التقنية الدتسارعة
 غياب التكييف القانوني للذكاء الاصطناعي كطرف في معالجة البياناتأولا: 

الطبيعي أو الدعنوي الذي يقوم بدعالجة الدعطيات "الدعالج" بأنو الشخص  07-18يعرف القانون 
  .44الشخصية بصفتو مسؤولا عنها أو لحساب الدسؤول عن الدعالجة

غتَ أن ىذا التعريف الكلاسيكي لا يراعي الدستجدات الدرتبطة بالذكاء الاصطناعي، والذي أصبح 
  يقوم بدعالجة الدعطيات تلقائيا دون تدخل بشري مباشر.

ي تكييف قانوني للذكاء الاصطناعي كفاعل قانوني مستقل أو حتى كمصدر وفي ظل غياب أ
 .للقرار، يبقى غتَ واضح من يتحمل الدسؤولية القانونية في حال حدوث انتهاك لحقوق الدعنيتُ بالدعالجة

بدعتٌ آخر أن القانون يفتقر ، ؟45فهل الدسؤول ىو مطوّر النظام؟ أم مالك التطبيق؟ أم الدستخدم النهائي
إلى معايتَ واضحة تنظم الشفافية، إمكانية الدساءلة، والرقابة على خوارزميات الذكاء الاصطناعي، ما يزيد 

 من لساطر استغلال البيانات الشخصية دون رقابة فعالة.
ىذا الغموض من شأنو تقويض مبدأ الأمن القانوني والشفافية، وهما مبدآن رئيسيان نص عليهما 

 .نفسو 07-18القانون 
 الحاجة إلى تعديل تشريعي أو إصدار نصوص تنظيمية مخصصةنيا: ثا
الدتعلق بحماية الأشخاص الطبيعيتُ في  07-18ظهر الواقع التكنولوجي الدعاصر أن القانون رقم ي

ما يخص الدعطيات ذات الطابع الشخصي، يعاني من بطء ملحوظ في مواكبة التطورات التقنية الدتسارعة، 
فالقانون لم يتضمن إشارات صريحة أو  ا يتصل بتقنيات الذكاء الاصطناعي،م وعلى وجو الخصوص في

تنظيمات خاصة تعالج كيفية تعامل الأنظمة الذكية مع البيانات الشخصية، كما لم يتطرق إلى مفاىيم 
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لتحيز لزورية أصبحت اليوم في صميم التحديات القانونية، من قبيل "التعلم الآلي"، و"القرارات الدؤبستة"، و"ا
 ."الخوارزمي

لتحديث الإطار القانوني القائم، إما من خلال  ا القصور التشريعي يستدعي تدخلا عاجلاىذ
عبر إدراج تعديلات تشريعية، أو عبر إصدار تنظيمات تنفيذية تفصيلية  07-18توسيع نطاق القانون 

تضمن استجابة ملائمة للتحديات التي تفرضها تقنيات الذكاء الاصطناعي. وتشمل ىذه التحديثات، 
ديد الدسؤولية القانونية للمطورين والدستخدمتُ عند استخدام على سبيل الدثال، وضع قواعد واضحة لتح

"الحق في الشرح" لأي قرار آلي  عن ضرورة إدراج صطناعي في معالجة الدعطيات، فضلاأنظمة الذكاء الا
 46.(GDPR) تخذ بحق الأفراد، وىو ما نصت عليو من اللائحة الأوروبية العامة لحماية البياناتي

ستجدة في ىذا المجال تفرض اعتماد مقاربة قانونية جديدة تتماشى مع طبيعة رى أن التحديات الدون
الذكاء الاصطناعي، لا سيما من خلال ضمان حقوق الأفراد في معرفة كيفية استخدام بياناتهم، وتوفتَ 

 إمكانية الاعتًاض على نتائج الدعالجة الآلية التي قد تؤثر على حياتهم. 
إنشاء ىيئة رقابية وطنية متخصصة، بستلك الكفاءات التقنية والقانونية  ة إلىكما تبرز الحاجة الدلح

اللازمة، لضمان الاستخدام الآمن والشفاف لأنظمة الذكاء الاصطناعي، بدا يحفظ الخصوصية ويعزز الثقة 
 .في البيئة الرقمية

 

 خاتمة: .;
إلى حماية البيانات كنموذج تشريعي مهم يهدف   07-18في الختام يبرز القانون الجزائري رقم 

الشخصية في ظل التطورات التكنولوجية الدتسارعة، لا سيما مع انتشار تقنيات الذكاء الاصطناعي التي 
 تفرض برديات جديدة على حقوق الخصوصية والأمن الدعلوماتي. 

ورغم ما تضمنو القانون من مبادئ وضمانات وإرساء لذيئة وطنية مستقلة، إلا أن فعاليتو تبقى 
ىونة بقدرة الدؤسسات على مواكبة التطور التقتٍ، وتوفتَ الدوارد اللازمة لدراقبة وحماية الدعطيات الشخصية مر 

 ل. ابشكل فع
فرضها يكما تبرز الحاجة إلى تطوير مستمر للإطار القانوني والتنظيمي، لدواكبة الدستجدات التي 

ؤال حول مدى برقيق القانون الجزائري لحماية يبقى الس وبالتالي، الذكاء الاصطناعي وتداعياتو الدتنوعة
يتطلب بذل الدزيد من الجهود التشريعية  أساسيا شاملة وواقعية في مواجهة برديات الذكاء الاصطناعي لزورا
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والتقنية والدؤسساتية لضمان توازن متتُ بتُ الاستفادة من التقنيات الحديثة وصون الحقوق الأساسية 
 .للأفراد

 الذوامش: .>
 

 
 10الدتعلق بحماية الأشخاص الطبيعيتُ في معالجة الدعطيات ذات الطابع الشخصي، الدؤرخ في  07 – 18القانون رقم  1

 .34، عدد الجريدة الرسمية 2018جوان 
الحماية القانونية للبيانات الشخصية في التشريع الجزائري، أطروحة لنيل شهادة  ،2022سنة  كحلاوي عبد الذادي،  2

 .40، ص ياسية، جامعة أحمد دراية، أدرارالدكتوراه في الحقوق، كلية الحقوق والعلوم الس
بالدعالجة الآلية  الدعروفة أيضا باسم "اتفاقية حماية الأفراد فيما يتعلق البيانات الشخصية 108الاتفاقية الأوروبية رقم  3

تم ، للبيانات الشخصية"، ىي معاىدة لمجلس أوروبا تهدف إلى حماية خصوصية الأفراد فيما يتعلق بدعالجة بياناتهم الشخصية
  .، وتعتبر أول أداة دولية ملزمة قانونا في لرال حماية البيانات الشخصية1981التوقيع على الاتفاقية عام 

 يتعلق بالتوقيعات الإلكتًونية. 1999لسنة  93التوجيو الأوروبي رقم  4
5
 Article 2 La loi N0 78-17 du 06 janvier 1978 relative à l'informatique, aux fichiers et 

aux libertés, J.O du 07/08/1978; Modifié par Loi n°2004-801 du 6 août 2004 – art. 1 

JORF 7 août 2004 : "Constitue une donnée à caractère personnel toute information 

relative à une personne physique identifiée ou qui peut être identifiée, directement ou 

indirectement, par référence à un numéro d’identification ou à un ou plusieurs éléments 

qui lui sont propres. Pour déterminer si une personne est identifiable, il convient de 

considérer l’ensemble des moyens en vue de permettre son identification dont dispose ou 

auxquels peut avoir accès le responsable du traitement ou toute autre personne. 
 الدتعلق بحماية الأشخاص الطبيعيتُ في معالجة الدعطيات ذات الطابع الشخصي. 07 – 18القانون رقم من  03دة الدا  6
 الدتعلق بحماية الأشخاص الطبيعيتُ في معالجة الدعطيات ذات الطابع الشخصي. 07 – 18القانون رقم  04الدادة  7
ل كيانات الذكاء الاصطناعي غتَ الدشروعة، لرلة الدسؤولية الجنائية عن أفعا ،2021سنة  لشدوح حسن مانع العدوان، 8

 .130ص ، الأردن، 04، عدد 48ون، المجلد دراسات علوم الشريعة والقان
سعيد غتٍ نوري، أصول الذكاء و التكوين العقلي، مقال منشور على الدوقع التالي  9

file:///C:/Users/pc/Downloads/pdf 05، ص. 
 .21الذكاء الاصطناعي وتطبيقاتو، الدولية للكتب العلمية، مصر، ص ، 2020سنة إيهاب عيسى عبد الرحمان،  10
الدتعلق بحماية الأشخاص الطبيعيتُ في معالجة الدعطيات ذات الطابع  07 – 18القانون رقم من  07/1الدادة  11

  الشخصي. 
الدتعلق بحماية الأشخاص الطبيعيتُ في معالجة الدعطيات ذات الطابع  07 – 18القانون رقم من  07/2الدادة  12

 الشخصي.
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لرقمية في التشريع ضمانات حماية الدعطيات الشخصية في البيئة ا، 2022سنة بن دعاس سهام وبن عثمان فوزية،  16
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، جامعة حمة لخضر، 01، العدد 10، لرلة العلووم القانونية والسياسية، المجلد 07-18ضوء قانون حماية الدعطيات رقم 
  .1310الوادي، ص 
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 الذكاء الاصطناعي في تطوير المنظومة القضائية 

Artificial intelligence in developing the judicial system  
 

 عبد النور عبد الحق /حماس عمر
  .زارر، الجالدركز الجامعي مغنية  

 الالكتًوني  البريد
a.abdennour@cu-maghnia.dz/ o.hammas@cu-maghnia.dz 

 

 :ملخص
حنميككة الاخككنقداا ا ا ككا  يشكككا الكك كاص الاعككبمناعي بدقنيككه المنيااككا الداييككة والدعنويككة اكنولو يككة  كيككة 

هكك   وقككد ابميبكك   ، كشككه الحلميلمككة ،وإحلمككال العككد  ،واللككرعة ا ال  ككاهو  الدر ككوة منككاالغايككة اللمضككاري  
الدراخككة منين ككتُ وعكك ي  لينعككرا لدقنيككه الد ككبميةات اللماثوثيككة الدلككنةدية ،والدككنين  النةيييككي ليوقككو  
عيى لسنيه النشريعات الدولية التي أقرت با ا منظومنينكا اللماثوثيكة واللمضكارية ،وا النينايكة  لمكد بكرةت أ يكة 

  ا.  ه   النكنولو ية ال كية ا اللمضاص من خلا  اللرعة والدقة ا ال 
 ،الإيبات ال كي.،العدالة الننبؤية،النةلميق ال كيال كاص الاعبمناعي ،العدالة ال كية الكلمات المفتاحية: 

Abstract: 

Artificial intelligence, with its various material and moral technologies, 

constitutes a smart technology that must be used in the judicial field. The desired 

goal is to uncover the truth, achieve justice, and speed up the resolution. This 

study required two approaches: a descriptive approach to address the various 

newly emerging legal terms, and an analytical approach to examine the various 

international legislations that have recognized it in their legal and judicial 

systems. In the end, the importance of this smart technology in the judiciary 

emerged through the speed and accuracy of resolution. 

Keywords: Artificial intelligence, smart justice, predictive justice, smart 

investigation, smart proof. 
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 مقدمة: 
اعد الليبمة اللمضارية احد الليبمات اللموية لأي يولة ، نبمورها يضمن ابمور الدو  وانةلمق العدالة التي 

 ،كما اضمن الاخنلمرار والأمن،وعييا’ي بو إليينا الجميع أ راي وحكومة ،وبذلد حلميلمة يولة اللماثون 
 نةلميق ابمور لن ينأاى إلا باخنغلا  لسنيه النلمنيات النكنولو ية ال كية وا ملمدمنينا ال كاص الاعبمناعي 
،وال ي ييعب اليوا يورا  عالا ا اللمضاص من خلا  الينيا الإ راصات اللمضارية من برلميق والبةث ا 

لمضايا ا ظر  قياخي ،واخنغلا  الأيلة والننبؤ بدقنيه الأحكاا  واللمرارات، ومعالجة الكم الذارا من ال
ال كاص الاعبمناعي ا ان ي  العلموبة والدراقبة  ال كية ليملا تُ ، ال كاص الاعبمناعي يلمدا خدمات 
لدقنيه ال اعيتُ ا الدنظومة اللمضارية خواص كاثوا قضاة أو منلماضتُ أو لزامتُ أو لسنيه ملاعدي 

الة ال كية ،والعدالة الننبؤية ،والربوت اللماضي ،كما اللمضاص، لمد ا رة ال كاص الاعبمناعي ما يعر  بالعد
اعديت وخارا الإيبات ال كية ، دم  ال كاص الاعبمناعي ا الدنظومة اللمضارية خاهم ا إيراص ورقي وابمور 
ه   الدنظومة التي  اعد الدي أ والحامي لحلمول الأ راي وخاعة الضع اص ، بنةلميق العدالة والدلاواة ،انعزة 

 ب ا يولذم،وعييا ومن ه   الدنبميلمات  اصات إشكالية الورقة البةثية كالنالي :يلمة الشعو 
 فيما تتجسد تطبيقات الذكاء الاصطناعي في المنظومة القضائية ؟

للإ ابة عيى ه   الإشكالية ،تم إاباع الدنين  الوع ي لشرح لسنيه الد بميةات اللماثوثية اللمضارية 
الدلنةدية ،والدنين  النةيييي ليوقو  عيى الن وص اللماثوثية الدنظمة والدؤطرة لي كاص الاعبمناعي ا 

العدالة ،وعنوان الدبةث الدنظومة اللمضارية،وعييين اص الدبةث الأو  معنونا مظاهر ال كاص الاعبمناعي ا 
    الثاني  ابمبيلمات ال كاص الاعبمناعي ا الدراحا اللمضارية
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 المبحث الأول :
من  بذيي اخنقدامات ال كاص الاعبمناعي ا لسنيه ا الات ومنينا ا ا  اللمضاري ،ويم  لسنيه المنيااا 

بذلدت حلميلمة تأيتَ النكنولو ية ال كية عييا الدايية والدعنوية ،أ رة ه ا اغتَات   رية ا قبماع العدالة ،و 
،وهو ما خينم النعرا إليا من خلا  عنوثة الدبميب الأو  ال كاص الاعبمناعي و العدالة ال كية بينما  اص 

 .الدبميب الثاني معنونا آليات ال كاص الاعبمناعي ا اللمضاص
 المطلب الأول :الذكاء الاصطناعي و العدالة الذكية 

 كاص الاعبمناعي ا العدالة بذي  م اهيم عدلية ملنةدية ،الموا عييينا عدالة اليوا بدم  المنيات ال
،وانبتٍ عييينا أخس النو ا لضو عدالة  كية مبنية عيى خوارةميات وانبؤات قريبة الى الحلميلمة با اشكا 

اني معنونا العدالة الحلميلمة  اتها ،ولين  يا أكثر عنون ال رع الأو  بالعدالة الخوارةمية ،بينما  اص ال رع الث
 .  الننبؤية

 الفرع الأول :العدالة الخوارزمية :
اثتَ أثظمة ال كاص الاعبمناعي  الاؤلات حو  العدالة الإ رارية والننار ية ،خاعة ا لرا  إث ا  اللماثون 

، مبررات خوارةميات ال كاص الاعبمناعي ا ثظاا العدالة الجنارية لا مزايا عدة من بينينا الريع  1واللمضاص
ضبط مراكبي بعض الجرارم ولزاعرتهم المنيا وبشريا بالاعنماي عيى الدنظومات الدعيومااية الدنبمورة ،خواص ا 

د  وإحالنا إلى النيابة العامة إ راصات الاخنماع ليمشنكي أو ا طريلمة انبع الدشنبا  يا أو الدشنكي ض
واعر  الخوارةميات بشكا عاا عيى أنها "عميية أو لرموعة من العمييات التي يجب إاباعينا ا  2الدقن ة

كما اعر  خوارةميات العدالة الننبؤية ،حا الدشكلات ، يني عميية منظمة انابع ا خبموات منبملمية "
وع الأحكاا واللمرارات اللمضارية اللابلمة من ا ا اخنقراج بأنها "برلرية حلابية قايرة عيى البةث ا لرم

ميه من الدي ات اللمضارية أو ثص من ث وص اللمواعد الإ رارية "بسثي  بلمدرة ه   الأختَة عيى ملاعدة 
،ومن النبمبيلمات الواقعية لنلمنيات ال كاص 3"الدؤخلة اللمضارية ا الوعو  لعدالة قاثوثية أكثر مويوقية

دالة أثا بإمكاثا الريع معالجة كميات هارية من البيانات وبرديد مدة العلموبة بشكا الاعبمناعي ا الع
منلاو ا اللمضايا الدمايية ،ومع  لك  ان اخنقداا اللمضاة الأمريكيتُ لخوارةمية ال كاص الاعبمناعي  

والدلنقدمة لنةديد احنمالية إقداا شقص ما عيى اكرار  رما ،قد أثار الجد   COMPASكومباس 
منظمة غتَ حكومية  ProPublicaخيص ملح أ راا  2016الولايات الدنةدة الأمريكية   ي خنة  ا

 4إلى أن البيانات الدلنقدمة بواخبمة خوارةمية كومباس كاث  منةيزة ،وبالنالي  ان الخوارةمية أيضا منةيزة
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 ات قوة ابمبيلمية معينة ،كما أخ ت الخوارةميات اعبمي أحكامينا اللمضارية ليس اخننايا إلى قاعدة قاثوثية 
ارعي حالة راهنة مع مراعاة الأع ار المحية والأخباب الدق  ة واللموة اللماهرة مثلا ،إنما اثبملاقا من الدعبميات 
واراكاةا إلى اللوابق الدمايية ،لكنينا لاالنبميع بزمتُ الحلمارق المحدية لذ   اللمضية ، ي در حكما  امدا 

إلى اللمو  بان    Jean Carbonnierثلاثية لشا ي ع  ان كاربوثيياخاليا من الن اعلات والدلاحظات الإ
"اللماضي ر ا ،وليس آلة قياس منبملمي بلمدر معر نا بالدنبمق واللمواعد اللماثوثيتُ ، ينو يحكم بحدخا 

 5وحلاخينا "بينما ال كاص الاعبمناعي هو آلة قياس
 الفرع الثاني :العدالة التنبؤية  :

 كية لي كاص الاعبمناعي والتي الموا بنلمديم الدشورة اللماثوثية ا عرا النوقع هناك لرموعة من النلمنيات ال
لد تَ الحكم اللمضايا الخاعة لأ راي ا نمع ب  ة عامة وخ وا الدعاوي اللمضارية ب  ة خاعة قبا 
عدور الحكم ا يعواهم حتى يلنبميعون الوعو  إلى حا خييم لنزاعينم ،وبالنالي  ين   النلمنية التي المى 

لوظي ة الاخنشارية بنلمنية ال كاص الاعبمناعي الاعد عيى حا الكثتَ من مشاكا أ راي ا نمع وبالنالي با
بذنبينم الوقوع ا الدناةعات الدلنلمبيية كيما كان  لك لشكنا حدويا ، لمد قام  لرموعة من الأكاييميتُ 

روضة عيى المحكمة العييا بدقة ،كما قاا الأمريكيتُ  بنبموير برنام  اليكتًوني قاير الننبؤ بنني ة اللمضية الدع
لرموعة من الأكاييمتُ الأوربيتُ قاموا بنبموير برنام  اليكتًوني قاير عيى الننبؤ بنني ة اللمضية الدعروضة 
عيى المحكمة الأوربية حلمول الإثلان ،حيث قاا ه ا البرنام  بدعالجة الوقارع الدلمدمة لذ   المحكمة وعولا 

يينا علاوة عيى الاخنعاثة بكثتَ من الدعيومات الدشابهة والدلنمدة من أحكاا خبق إلى اللمرار ال اعا  
،كما يشكا ال كاص الاعبمناعي إطارا مر عيا مويوقا ليلماضي ا اوضيح  6عدورها من ه   المحكمة

النو ينات اللمضارية الحديثة ،والنو ينات النةيييية الخاعة ب لك ،وموقه المحاكم بشكا عاا من العديد 
النلماط التي يثريينا موضوع النزاع خواص أكان  لك أماا لزاكم الدوضوع اا لزكمة اللماثون، ين   الأيوار  من

   7وغتَها ،خنعيد بناص وهيكية الدنظومة اللمضارية بشكا عاا ا إطار م ينوا العدالة الننبؤية
 المطلب الثاني :آليات الذكاء الاصطناعي في القضاء 

ية لي كاص الاعبمناعي ا  قبماع العدالة ،خا   إلى حد كبتَ ا ربح الوق  هناك ابمبيلمات مايية ومعنو 
،والنق يه عيى المحاكم  وا الس اللمضارية يلما الدي ات الكثتَة والدنشعبة والتي أهيك  كاها اللمضاة 

من وموظ ي قبماع العدالة وملاعدي اللمضاص ،ومن ه   النبمبيلمات الدايية والدعنوية ما خينم النعرا إليا 
 ،بينما عنون ال رع الثاني الوخارا ال كية ا الإيبات الجناري. خلا  عنوثة ال رع الأو  الروبوتات ال كية
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 الفرع الأول :الروبوتات الذكية 
من بتُ مظاهر تأيتَات ال كاص الاعبمناعي عيى اللمضاص ،هو بذيي اخنقدامات الروبوتات ا النةكيم 

ديثا بنما ج عالية من ال كاص الاعبمناعي ،وه ا يمكنينا من بذميع حيث تم ازويد الروبوتات  الد نعة ح
وبرييا الدعيومات الدند لمة عبر اللمنوات الدنعدية ،وبالنالي يجد الدنلماضون أث لينم ماييتُ أماا قاا حلميلمي 

،ويحلمق  يينا وي در حكما ا النيناية ،وين لد النبمبيق الواقعي ليربوت اللماضي ا 8يلمرا أورال الدعوى
يا النةكيم ابعا ليق ارص التي ينمنع بها من مروثة من خلا  اخنيار أطرا  النةكيم  النوعا  إلى قضا

 Siarel Robots اا ال النةكيم ،وقد طبق ه ا ا العديد من الدو  ومنينا كولومبيا من خلا  الروبوت 
 ضلا عن اخنقداما ا كندا والدميكة الدنةدة والولايات الدنةدة ا ملاعدة الأثظمة اللمضارية والنيابة 
العامة ليوعو  غالى الخبرات اللماثوثية لنةلميق العدالة ،أيضا اخنقدم  ايك الروبوتات ا ةياية ك اصة 

رة الالكتًوثية منينا عيى خبيا الدثا  المحامتُ أماا اللمضاص و لك من خلا  ابمبيق الأخاليب الحديثة ا الإيا
اخنقداا ثظاا الخبتَ الالكتًوني الروبوت اللماثوني يعوي احد أشكا  الروبوتات ال كية الدزوية بنلمنية ال كاص 

،كما تم اشغيا أو  روبوت  كاص 9الاعبمناعي ،وقد يارت بشان اخنقدامااا ا لرالي اللمضاص والمحاماة 
 1،42طولا  Xiaofaليقدمات اللماثوثية ا لزكمة بكتُ والدلمى ةيو ا  اعبمناعي ا العاعمة ال ينية

متًا ،ويلمدا الدشورة والنو يا اللماثوني ب وت ط ا عغتَ وير ع اخنقداا عوت البم ا لنق يه الدشاعر 
  10الدنوارة ليمنلماضتُ وال ين يأاون إلى المحاكم لية و  عيى الدلاعدة

 ثبات الجنائي الفرع الثاني :الوسائل الذكية في الإ
اننوع واعدي الوخارا ال كية ا الإيبات الجناري وه ا من خلا  اخنغلا  المنيات ال كاص الاعبمناعي 
وبذيي أ ية اخنقداا الأيلة الرقمية ،وهو ما يحلمق عدالة قوية بحماية حلمول الدنلماضتُ ،ومن ه   النلمنيات 

اك ب مة العتُ والرارةة وال وت  وهو ما خينم الدلنةدية والدلنقدمة ا الإيبات الجناري الب مات ، ينن
 النعرا إليا كما ييي :

 ثانيا:بصمة العين :
يعوي ظينور  كرة ب مة العتُ إلى  تًة الثماثينات ،لننعاقب الأبحاث والدراخات  يما بعد ،  ي خنة 

لنيلمارية بحثا لنظاا النعر  عيى قزحية العتُ  من خلالذا قدا خوارةمية الن زرة اmask قدا  2003
خوارةمية  ديدة ا ثظاا النعر  عيى قز ية العتُ ،واوعيوا إلى أن   Daouk et all،ليلمدا بعدها 

،كما أنها انميز الدلح بب مة قزحية العتُ  بدزايا عدة من 96%الخوارةمية الجديدة حلملم  لصاحا بنلبة 
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هناك حدقنان منشابهنان حتى ا  بينينا أنها ثابنة ولا انغتَ مدى الحياة ،كما اثا ا حدل البشر ليل 
أما عن طريلمة عما ثظاا ب مة العتُ  اثا يعما ثظاا قارئ ب مة اللمزحية يكون من  11النوارم الدنمايية

طو  ال ورة يكون أعمدة ،وعرضينا ع و ا وانم معالجنينا  Arraysخلا  قراصتها وخزنها كم  و ة 
وحلب مواع ات ال ورة   Templatesمى باي  ،وهو مايل 512بالنظاا الحاخوبي حتى انةو  الى
بعد  لك انم مبمابلمنينا مع الدعيومات من قاعدة ،Image processingباخنقداا الخوارةمية الدعرو ة ب 

،واليوا اي أ أ ينزة  12لي ورة الدو وية للمراصة ب مة العتُ الدبمابلمة وعرا الننار  Data baseالبيانات 
الشرطة ا العديد من يو  العالم لتًكيب ثظاا خاص بب مة العتُ ،يعنمد عيميا عيى المنية ا وير قزحية 

،وه ا ابعا ليمزايا التي انمنع  13العتُ بوع ينا الجزص الأيل بتُ المنيات النعر  الحيوي ا  لم الإثلان
بالعمر أو بالعمييات الجراحية أو لون العدخات اللاعلمة بها بالإضا ة إلى ه ا  ان قزحية العتُ لا انأير 

،أو النظارات أو عواما البمبيعة ،كما أنها لا تهتًىص  لحماينينا من اللمرثية با وآمنة للاخنقداا ،كما 
النقدا ب مة العتُ ا لرا  تامتُ خزارن البنوك حيث يضع عميا البنك عينا ا  يناة من ا 

لب مة المح وظة بالجيناة ، نة  الخزينة الدبميوبة عيى ال ور ،كما يمكن بكمبيوار ، إ ا ابمابلمنا مع ا
    . 14اخنقدا ب مة العتُ يليا إيبات ا بعض الجرارم

 ثالثا :بصمة الصوت  :
من بتُ الوخارا ال كية والددعومة بال كاص الاعبمناعي والدلنقدمة ا الإيبات الجناري ب مة ال وت ، لمد 

، 99،6اوعي  يراخة بريبماثية إلى إمكاثية برديد هوية الشقص من خلا  منةيات الأ ن بدعد  يقة 
نغتَ من ولاية والدا ع من اخنقداا ب مة ال وت  كون أن ب مة الأ ن الب مة الوحيدة التي لا ا

الإثلان إلى و ااا ،إلى اثا ما يعاب عيى اخنقدامينا أنها يمكن ليم را الن ي  من أثار ه   الب مة  
 15كالحرل أو إةالنينا عن طريق الجراحة 

اشكلان ب متي العتُ وال وت ا لرا  الإيبات الجناري ال كي أ ية بالغة ا كشه الحلميلمة ،خاعة ا 
ل كي وال ي ي عب  يا الوعو  إلى الحلميلمة ،حيث يي أ اليوا ا رمتُ إلى ظا النبمور النكنولو ي ا

اخنغلا  اخنقداا المنية لنزييه العميق لينلاعب واغيتَ الأيلة الجنارية ، ين   النلمنية انيح اكوين ملماطع 
رة  يديوهات لعدة أشقاص يظينرون بأنهم يلمنيون أو يلرقون أو يراكبون  رارم ،كما أن ه   النلمنية مؤي

ا وخارا الإيبات ،خاعة ا أياص الشيناية بواخبمة المنية الاا ا  عن بعد ،واعد المنية ال يديو كوث راثس  
  16النلمنية الأهم ا حماية الشينوي أماا اللمضاص
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 المبحث الثاني :تطبيقات الذكاء الاصطناعي في المراحل القضائية   
بسر بعدة مراحا ،أخل  لذا لسنيه اللمواثتُ من الدعيوا أن الرحية اللمضارية ليمنلماضتُ واللمضاة 

والنشريعات الدولية وك ا الدنظمات العالدية برلميلما وغاية ليوعو  إلى أحكاا وقرارات قضارية عاربة 
، الدواييق الدولية ايزا باحتًاا حلمول الإثلان ومنينا حق الد اع ،وك ا النو ا لضو عدالة قضارية اضمن 

نظر حالاتهم الا نماعية والثلما ية ، العدالة لي ميع ،وعييا ولنةلميق  لك وبر ظ حلمول الدنلماضتُ بغض ال
وبياثا اكثر خينم النبمرل إلى عنوثة الدبميب الأو  وخارا ال كاص الاعبمناعي ا مرحية  النةلميق اللمضاري 

 .،بينما عنون الدبميب الثاني مظاهر ابمبيلمات ال كاص الاعبمناعي للأحكاا اللمضارية
 سائل الذكاء الاصطناعي في مرحلة  التحقيق القضائي .المطلب الأول : و 

من بتُ أهم الدراحا والإ راصات اللمضارية ،هي مرحية النةلميق اللمضاري ، اليوا يعنمد إلى قضاة ليوعو  
إلى الحلميلمة إلى النلميات ال كية ا النةلميق ،كما النقدا المنيات  كية منق  ة ،وليمزيد من الن  يا 

 لمنيات النةلميق ال كية،بينما  اص ال رع الثاني معنونا ال كاص الاعبمناعي النوليدي.عنون ال رع الأو  ا
 تقنيات التحقيق الذكية ::الفرع الأول 

اعما المنية ال كاص الاعبمناعي عيى انظيم جميع الدعيومات التي ينم اخنقرا ينا من مي ات الدعاوي 
يات الدنةدة الأمريكية ينم اخنقداا والدلنندات الدلمدمة من أطرا  الدعوى لدعواهم ،  ي الولا

Discovery عيى إ راص برلميق إلي الدعيومات التي قد تم إيخالذا الكتًوثيا ويلموا عيى انظيمينا وإعدايها
قبا بدص النةلميق بواخبمة النةلميق بواخبمة المحكمة ،كما الاهم ه   النلمنية عيى اخنقراج الدلارا 

نزاع الدعروا عيى المحكمة من خلا  آلية البةث والنش تَ التي الإ رارية الدشابا  ات ال ية بدوضوع ال
،و للمد شيندت الدنظومة اللمضارية الأوربية اخنقداا الأثظمة ال كية ،  ي 17يلنقدمينا أطرا  الدعوى

كان اخنقداا العمييات الحلابية ا الأثظمة اللمضارية الأوربية ملمن را  لمط عيى الأعما    2018خنة 
الخاص كشركات النأمتُ  والدوارر اللماثوثية والأ راي والمحامتُ ،كما تم اخنقداا ال كاص  الن ارية ا اللمبماع

الاعبمناعي ا الوية الدناةعات،واعد بريبماثيا وهولندا أمثية يمكن الاخنعاثة بها كدليا عيى اخنقداا 
ص الالكتًوثية  يما بعض الدو  الحيو  الآلية وان ي ها،وقد اثنينى الأمر لإثشاص من ة المديم خدمات اللمضا

،أيضا  18ينعيق بالنزاعات الضريبية ،والدنعيلمة بخدمات الضمان الا نماعي وك لك إ راصات البملال
يلاهم ال كاص الاعبمناعي ا النةلميق من خلا  برييا شق ية الدنقاعمتُ من خلا  الأقوا ،وقد 

النةييا الن لي ا النةلميلمات الجنارية ،وهو يعنمد عيى Polygraphاخنعما  يناة الك ب 
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،وقد ابمور الأمر بعد  لك حيث بذيى ما  19والضغوط ال ريية الأعواتالليكولو ي  اللمارم عيى يراخة 
يعر  بالنةلميلمات الجنارية الرقمية بواخبمة ال كاص الاعبمناعي ،حيث النقدا أيوات ال كاص الاعبمناعي 

البيانات المح و ة أو ك الش رات ،كما يمكن ا برييا الأيلة الرقمية كالرخارا الدش رة ،أوال ور لاخنعاية 
إعاية بناص الجريمة من خلا  المنيات الواقع الا تًاضي الددعومة بال كاص الاعبمناعي النقدا لإعاية بناص 
ملرح الجريمة ل ينم أ ضا الأحداث ،أيضا يعنمد عيى ال كاص الاعبمناعي ا الننبؤ بليوك ا رمتُ 

،وعييا 20عميق لنةييا الأنماط الليوكية اللابلمة والننبؤ بالأعما  الدلنلمبيية،باخنقداا خوارةميات النعيم ال
 ي ينة النةلميق أن انوعا إلى الحلميلمة من خلا  الأيلة الدايية والأيلة الالكتًوثية التي او د بحوةة الدنينم 

الأيلة  وا خبيا  لك يجوة لذا أن النعتُ بنلمنيات ال كاص الاعبمناعي وبرييا البيانات ا اخنقلاص
،يارما وا  ات الليال  نبمبيلمات ال كاص الاعبمناعي ا لرا  النةلميق 21الدثبنة أو النا ية لوقوع الجريمة

ين لد من خلا  برييا البيانات حيث أن أهم المنيات ال كاص الاعبمناعي اوليد اليغة والن وص البمبيعية 
  22من البيانات والنعر  عيى ال وت  وال ورة والأشكا 

 ثاني :الذكاء الاصطناعي التوليدي :الفرع ال
يلنقدا ال كاص الاعبمناعي النوليدي ا أياص الأيوار التي ادور بينينا عميية النلماضي من المحامتُ أو 

، لمد اكون النبمبيلمات الدولدة بال كاص الاعبمناعي م يدة ا النةضتَ ليمةاكمة ولزاكمة  23اللمضاة
 كاص الاعبمناعي النوليدي وادريبينا بشكا منزايد عيى اللمضية عيى خبيا الدثا  ،مع برلن أيوات ال

البيانات اللماثوثية ،كما اثا يمكن ليمةامي باعنبار  احد أطرا  المحاكمة العايلة من اخنقداا ال كاص 
الاعبمناعي النوليدي ا عياغة الأيلة الايبااية لاخنقدامينا ا قاعة المحكمة ،وبرديد الدراخلات 

خنشيناي بأورال الدعارضة وإر اقينا لية و  عيى اقتًاحات وطيبات المحكمة والشينايات  ات ال ية للا
الأخرى مع الالنزاا باللمواعد الإ رارية والأخلاقية عند اخنقداا ال كاص الاعبمناعي النوليدي وال ي يمكنا 

ا عيى اللماضي أن يراعي المحكمة الدقن ة واللمواعد المحيية ،الأوامر الدارمة ،وقواعد النلمديم الالكتًوني ،كم
الدكيه  تَاعي قواعد الدمارخة ال ريية والأوامر الدارمة ،والأوامر الخاعة بالحالة ،واللمواعد الأخلاقية 

 .24ليليبمة اللمضارية  ات ال ية 
 المطلب الثاني :مظاهر تطبيقات الذكاء الاصطناعي للأحكام القضائية 

ي ها عيى العديد من أثظمة ال كاص الاعبمناعي ابتٌ اليوا الأحكاا واللمرارات اللمضارية وابمبيلمينا وان 
الدننوعة، اليوا اعما ه   الأثظمة عيى ابموير وملاعدة اللمضاة ا إعدار أحكامينم والينيا مراقبة 
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الدلا تُ مراقبة المح  بدراخة حالنينم وا ر اتهم من كا النواحي وهم ياخا الل ون ،ولينوضيح أكثر 
 كاص الاعبمناعي عيى الأحكاا اللمضارية،بينما عنون ال رع الثاني الدراقبة  اص ال رع الأو  معنونا بنأيتَات ال
 ال كية ياخا الل ون وخار ينا.

 الفرع الأول :تأثيرات الذكاء الاصطناعي على الأحكام القضائية 
مايميز اليوا اللمضاص خاعة ا الدو  الدنبمورة هو اخنناي عيى ال كاص الاعبمناعي ا مراحا الدعوى 

من بداينينا إلى حتُ إعدار الحكم أو اللمرار اللمضاري ،  ي مرحية إعدار الأحكاا أو اللمرارات اللمضارية 
لنلمييم  EQUIVANTأياة لسني ة لنلمييم الدقاطر،ومن أشينر ه   البرام  برنام   60ينم اخنقداا اكثر

ة عما ،والموا آليCOMPASوال ي كان معرو ا خابلما باخم   Northpointeالدقاطر الدلمدا من شركة 
خؤالا ،وو لما للإ ابات  137ه ا البرنام  عيى إ ابة المحكوا عييا عيى اخنبيان ،ينكون ا الأعا من 

الدلمدمة من طر ا أي المحكوا عييا انم ملمارثنينا ببيانااا الا نماعية والديموغرا ية ،ينن  البرنام  برييلا يحدي 
النةييا إلى اللماضي ليلمرر إلى أي ير ة خيأخ   لساطر عوياا إلى الإ راا من ير ة إلى عشرة ،ويلمدا ه ا

،يارما وا إطار اخنغلا  المنيات ال كاص الاعبمناعي ا ا ا   25ا الاعنبار النني ة التي أثن ينا البرنام 
اللمضاري  اثا ينم الي وص إلى أيوات ا برديد مبالغ النعويضات ،  ي  رثلا أ اةت وةارة العد  ال رثلية 

لاعدة ا برديد مبالغ النعويضات الدلنةلمة عن الإعابة الجلدية لنن ي  معالجة آلية بإثشاص أياة ليم
لددة خننتُ ،والنيند  ه   الدعالجة ازويد الجمينور بدعيار   Data justليبيانات الشق ية المى 

إرشايي  لينعويض عن الأضرار الجلدية ،وملاعدة أطرا  النزاع والمحامتُ عيى المدير مبيغ النعويض 
.  26ل ي يمكن الدبمالبة با عن الأضرار الجلدية ،وملاعدة اللمضاة عيى بز يص اعويض عاي  ليضةاياا

وقد اخنقدم  الولايات الدنةدة الأمريكية  العمييات الحلابية الخاعة بال كاص الاعبمناعي وال ي يحظى 
بشعبية كبتَة إ  اخنقدم  ه   العمييات الحلابية ببمريلمة بليبمة وتم ابمبيلمينا ا الدلارا الددثية 

ي در الحكم النيناري وثظرا والن ارية،كما الموا برلريات ال كاص الاعبمناعي باقتًاح حكم ليلماضي وال ي 
لإبساا منين ية ابزا  اللمرارات بنأيتَ  من برلريات ال كاص الاعبمناعي ل ا يعنبر ثظاا قضاري  قارم عيى 

  27اخنقدامات ال كاص الاعبمناعي
 الفرع الثاني :المراقبة الذكية داخل السجون وخارجها 

ن خلا  ان ي  الدراقبة ال كية والتي ان لد ان يى مظاهر ابمبيلمات ال كاص الاعبمناعي للأحكاا اللمضارية م
ا اخنقداا اللوار الالكتًوني ،أو الرقابة الالكتًوثية،والتي اعتٍ قضاص المحكوا عييا بعلموبة خالبة ليةرية 
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مدة ق تَة خارج الل ن ،ا عورة ما يعر  بل ن البي  ،حيث يلمح ليمةكوا عييا بالبلماص ا منزلا 
 28مراقبة بواخبمة  يناة يشبا اللاعة أو اللوار ،مثب  ا مع ما أو أخ ا قدما،غتَ أن برركااا لزدوية و 

،و النقدا الخوارةميات ا الأبسنة ا الل ون حيث ينم اخنقداا أيوات  ديدة ا مرحية ما بعد الإياثة 
ا الل ون لأبسنة الأمن ،والجاثب ألنأهييي ليمةكوا عييينم ، وا ابمبيق ل لك يضم خ ن بعضا من 

رمتُ الخبمرين ا ال تُ وا  يندا ،حيث يلموا بنثبي  شبكة  كاص اعبمناعي قايرة عيى النعر  عيى  ا 
،أيضا الاهم 29كا خ تُ وانبعا عيى مدار اللاعة وانبيا الحراس إ ا أبدى أي خبمورة إ رامية 

علاج ولرعد الخوارةميات من النةلمق من الاحنيا ات الإ رامية لي ناة التي يمكنينا اغيتَها من خلا  ال
، بإمكان المنيات ال كاص الاعبمناعي اللمياا بديناا المديم  30الندخلات ا إ راصات إعدار الأحكاا

الدلا تُ ا الدؤخلات العلمابية ،ويراخة حالاتهم من خلا  النلمارير التي ينم إيخالذا للأثظمة،والموا 
اج الشرطي عن الدنينم أو إكما  بنةيييينا والوعو  إلى ثني ة انمنع بالحيايية والش ا ية بخ وص الإ ر 

  31العلموبة
 خاتمة :

بر يلا لدا  اص ا الورقة البةثية ه   ، ان ال كاص الاعبمناعي بدا تأيتَ  واضح و يي ا الدنظومة اللمضارية 
من خلا  الثورة النكنولو ية ال كية التي أحديينا، ب لك اخرج قبماع العدالة من الجموي إلى الحركية والنبمور 

 النوعا إلى الننار  النالية : ،وقد تم 
انوع اخنقداا المنيات ال كاص الاعبمناعي الدايية والدعنوية ا الدنظومة اللمضارية ،وهو ما يبرة أ ية أولا : 

 ه   الدنظومة .
بذيي يم  ال كاص الاعبمناعي ا لسنيه الدراحا اللمضارية من بداينينا إلى نهاينينا وهو ما يحلمق بذليد ثانيا:

 . دخنورية و ابمبيلما ليمواييق الدولية التي ادعو  ضمان العد  والدلاواةليمبايئ ال
اللرعة ا ال  ا ا لسنيه اللمضايا و لك خلا  ظر  قياخي و يز ،وبز يه يلما وح م الدي ات ثالثا:

 اللمضارية الدنوا دة بالمحاكم وا الس ب ضا ال كاص الاعبمناعي .
سمة  ليمنلماضتُ بالننبؤ بالأحكاا واللمرارات اللمضارية الدنعيلمة بلمضاياهم حتى قبا  العدالة الننبؤيةرابعا:

 عدور ه   الأحكاا واللمرارات ب ضا ال كاص الاعبمناعي . 
 ومن خلال هذه النتائج تم التوصل إلى التوصيات التالية :
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حنمية ابتٍ ال كاص الاعبمناعي ا الدنظومة اللمضارية العدلية الجزاررية ،لأ ينا ا ابمويرها وبرلميلما  أولا :
 عدالة أخاخينا الدلاواة وإحلمال الحق .

ضرروة ادريب واكوين البميبة اللمضاة عيى المنيات ال كاص الاعبمناعي ،وإيخالذا ا البرنام  الدراخي ثانيا:
 ليلمضاص .والنكويتٍ بالددرخة الوطنية 

حنمية اكنلاب الخبرة ا لرا  اخنقداا المنيات ال كاص الاعبمناعي من الدو  الراردة واللباقة ا ثالثا:
 ه ا ا ا  من خلا  إبراا اا اقيات النعاون الدولية .

حنمية اخنقداا ال كاص الاعبمناعي ا يراخة حالة ا رمتُ ،وإعبمارا الحيو  النا عة يلاهم ا رابعا:
 من حدوث وقوع الجرارم  النلمييا

 
 الهوامش  

 

 
،عدي خاص بوقارع الدؤبسر  عماي محمد  رحان ،الدولة الا تًاضية والنةو  الرقمي تأيتَ ال كاص الاعبمناعي عيى الحوكمة 1

العيمي ال كاص الاعبمناعي والثورة الرقمية وتأيتَ ا ا برديث منظومة العيوا الإثلاثية ، لرية آياب الكو ة  امعة الكو ة 
 .15،ص  2024العرال ، 

لة النا زة ا احمد عبد الواحد الع ماني  ،محمد ثور الدين خيد ،اخنقداا المنيات ال كاص الاعبمناعي ا برلميق العدا 2
 .434،ص 2،2024،العدي21الإمارات العربية الدنةدة  ،لرية  امعة الشارقة ليعيوا اللماثوثية ،ا يد 

عمر عبد ا يد م بح ،اوظيه خوارةميات العدالة الننبؤية ا ثظاا العدالة الجنارية ،الآ ال والنةديات ،ا ية الدولية  3
 .237،238كيية اللماثون ،يار ثشر  امعة قبمر ،ص ، 2021، 1،العدي 10ليلماثون ،ا يد 

يونا إبراهيم حلا  ،ال كاص الاعبمناعي برد  ديد ليلماثون الجزاري ،يار بلا  ليبمباعة والنشر،لبنان ،البمبعة الأولى  4
 .117،ص 2022،
 .82، 81يونا إبراهيم حلا  ،الدر ع ث لا ،ص  5
خيد احمد لزموي ،مريم عماي محمد عناني ،ال كاص الاعبمناعي والعما اللمضاري يراخة بريييية ملمارثة ،لرية العيوا اللماثوثية  6

 .940،ص 3،العدي66والاقن ايية ،ا يد 
اعد الخبميب محمد عر ان ، ال كاص الاعبمناعي واللماثون ،لضو مشروع قاثون مؤطر لي كاص الاعبمناعي ا إطار حكاا اللمو  7

،ا ية اللماثوثية واللمضارية ، العدي 2030،ورؤية قبمر الوطنية  2017الأوربية ا اللماثون الددني للاثلكألة للنة 
 .29،ص 2،2020
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عبد الكاما عيي ،الجواثب النلمنية واللماثوثية لي كاص الاعبمناعي ،النظاا البيئي لي كاص الاعبمناعي ،ا موعة العيمية  8

 .283،ص 2024ة يري  ريندة لينشر والنوةيع ،البمبعة الأولى ،لينشر والنوةيع ،لرموع
 .283،284عبد الكاما عيي،الدر ع ث لا ،ص  9

 اطمة عبد العزيز حلن احمد بلا  ،يور ال كاص الاعبمناعي ا اعزيز العدالة النا زة أماا اللمضاص ،يراخة ملمارثة بتُ  10
 .47،ص2023لنتَ ا اللماثون الخاص ،كيية اللماثون  امعة قبمر النظامتُ اللماثوني واللمضاري ا يولة قبمر ،رخالة ما 

حمد  خي ان بالجا يا ،النكييه ال لميني لنبمبيلمات ال كاص الاعبمناعي ا ا ا  الاقن ايي والجناري ،ياررة الشؤون  11
 .136، 135،ص 2024الإخلامية والعما الختَي،الإمارات العربية الدنةدة  ،البمبعة الأولى ،

 .137ان بالجا يا،الدر ع ث لا ،ص حمد  خي  12
 .137حمد  خي ان بالجا يا،الدر ع ث لا ،ص  13
 .139حمد  خي ان بالجا يا،الدر ع ث لا ،ص  14
 .141حمد  خي ان بالجا يا،الدر ع ث لا ،ص  15
16

،يار ال كر واللماثون لزموي ةكي ةيدان ، الدوا ينة الجنارية للاخنقداا غتَ الدشروع لنلمنية النزييه العميق يراخة ملمارثة  
 .30، 29ص،2025لينشر والنوةيع ،الدن ور ،م ر ،البمبعة الأولى ،

 .940خيد احمد لزموي ،مريم عماي محمد عناني ،الدر ع ث لا ،ص  17
هديا عيي موحان ،يور قواعد الدلؤولية الجزارية ا موا ينة ال كاص ال ناعي ،رخالة يكنورا  ا اللماثون العاا ،كيية  18

 .25،ص2023، امعة النينرين ،العرال ،الحلمول 
أروى بن  عبد الرحمان بن عثمان الجيعوي ،أحكاا ابمبيلمات ال كاص الاعبمناعي ا اللمضاص ،الجمعية العيمية اللمضارية  19

 .183،184اللعويية ،البمبعة الأولى ،ص 
20

الجريمة ،يار النينضة العربية لينشر احمد م بم ى من ور ،ال كاص الاعبمناعي بتُ الأمن والعدالة ،خلاح الع ر لدكا ةة  
 .25ص ،0202والنوةيع  اللماهر م ر ،البمبعة الأولى ،

رةل خعد عيي ،اخنقداا المنيات ال كاص الاعبمناعي وبرييا البيانات ا الكشه عن الجرارم ،لرية الدراخات   21
 .1640ص ،2023، 3،العدي9اللماثوثية والاقن ايية،ا يد 

حلان عبد الجييا الشمري  ،ال كاص الاعبمناعي وأ ينا ا النةلميق الجناري ليكشه عن يريد موخوي لراب،رخا ا 22
 .5ص. 2024، 4الجرارم ،لرية يراخات ا الاثلاثيات والعيوا التًبوية ،العدي 

اللمضاص،الدركز راثيا عبد الدنعم ،معنز أبو ةيد ،ملن دات ال كاص الاعبمناعي بتُ الدلاصلة الأخلاقية ورقمنا  ينات  23
 .319،ص 2025اللمومي للإعدارات اللماثوثية  ،اللماهرة ،م ر ،البمبعة الأولى ،

 .330راثيا عبد الدنعم ،معنز أبو ةيد،الدر ع ث لا ،ص  24
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طارل احمد ماهر ةعيو  ،خوارةميات ال كاص الاعبمناعي والعدالة الجنارية الننبؤية  ،يراخة وع ية بريييية أعيية ملمارثة  25

 .125، 124،ص 2،2023،العدي9الدراخات اللماثوثية والاقن ايية ،ا يد ،لرية 
 .143طارل احمد ماهر ةعيو ،الدر ع ث لا ،ص  26
 .25هديا عيي موحان،الدر ع ث لا ،ص  27
 .117حمد  خي ان بالجا يا ،الدر ع ث لا ،ص  28
 .239عمر عبد ا يد م بح ،الدر ع ث لا ،ص  29
 .239ر ع ث لا ،ص عمر عبد ا يد م بح ،الد 30
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  :ملخص
أصبببمن مبببم الدسبببلت ايبببب الا امبببام فيلدمببباائ اسات يبببة ي عسبببيتَ الدؤنسبببات ي  ببب   بببيو  ال سببباا وا ا بببار 
الا اقببببااات الدولإدببببة عاارة اسلمببببال، ولليببببب أظببببتت الدؤنسببببات والدن مببببات عاسببببار  ي بذسببببيد ممبببباائ 

مواثيبب  أات يببة علببزم العبباملتُ ي اعمالدببا ل ببمان أات يببات اسلمببال وحوكمببة ال ببركات لببم  ريبب  اصببدار 
، الى ان عطببور الاكنولولإيببا و ببيو  أ  مببة البباكا  الاصببطنالي وظبب   ببا  اساببتَة عسببيتَ حسببم لل ببركات

 ظمم برديات نيات الاطرق لذا ي   اا الدوظو .
 ال ركات.الحوكمة، أات يات اسلمال، ايئة اسلمال، الاكا  اعصطنالي، الكلمات الدفتاحية:  

Abstract:  

It has become widely accepted to focus on ethical principles in corporate 

management, especially in light of the widespread corruption and growing 

criticism directed at business administration. As a result, institutions and 

organizations are increasingly striving to implement business ethics and corporate 

governance principles by issuing ethical charters that employees are required to 

follow to ensure sound company management. However, the advancement of 

technology and the prevalence of artificial intelligence systems have posed new 

challenges, which will be addressed in this study. 

Keywords: Governance, Business Ethics, Business Environment, Artificial 

Intelligence, Companies. 
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  مقدمة: .1
إمكانات   ادأت الاقنيات الحديثة ي عغيتَ ا اصاااعنا ا ك  كمتَ ادور  يدالك الاكا  الاصطنالي

تأثتَ كمتَ للى  كمتَة للمساهمة ي الن اط الا اصااي العالدي. ومم الداو   أن يكون لاناخدام عقنياعب
 . الددام واساوارالا اصاا مم اتل مساهمادا ي ععزيز  درات العاملتُ وأبساة اعض 

 و د أصمن الاطور ي لرال الاكا  الاصطنالي أحد اس داف والانتًاعيجيات التي عسعى إليدا
الايم  مع ت الدول. وم  ذلك، لا ينمغي سحد أن يغ   لسا ر اعسا  ال جوة الاكنولولإية اتُ أولئك

العمال ذوي  ذلك، وكالك اتُيامنون عقنيات الاكا  الاصطنالي اسرلة وأولئك الايم ياما ؤو ن ي 
 الددارات الر مية الدنانمة والايم لا يدلكونها .

م  عصالد الالاماا للى الاكا  الاصطنالي ي ايئة اسلمال، أصمتت الحالإة ملتّة لاأ تَ 
اناخدام  ا  الاكنولولإيا ظمم مماائ أات يات اسلمال وحوكمة ال ركات، وذلك ل مان الاو يف 

لذا. إذ ععُد أات يات اسلمال مرلإعية مدمة لاولإيب اناخدام الاكا  الاصطنالي لضو  العاال والدسؤول
ال  افية، والعدالة، وحماية اصوصية اسفراا، اينما عُسدت الحوكمة الر يدة ي وظ  آليات ر ااية ع مم 

ائ، يدكم لدم الضراف اس  مة الاكية لم أ داف الدؤنسة و يمدا. ومم اتل الاكام  اتُ  ا  الدما
للمؤنسات برقي  عوازن اتُ الاااكار الاكنولولإي والدسؤولية الالإامالية، بدا يعزز ثقة أصتاب الدصلتة 

 ويقل  مم الدخا ر القا و ية واسات ية الدرعمطة فيناخدام الاكا  الاصطنالي.
 كيف يمكن تطبيق أخلاقيات الأعمال وحوكمة الشركاتومم ذلك يدكم  رح اع كال الآتي: 

 في ظل الذكاء الإصطناعي؟
للإلإااة لم  ا  اع كالية تم عقسيت الدرانة الى لزوريم ياعل  اسول فيلد ا يت الداعل  بها، والثاني 

 يات فيب ارانة اع كالات الداعلقة ااطمي  الحوكمة وأات يات اسلمال ي    الاكا  اعصطنالي. 
  ماهية الذكاء الاصطناعي في بيئة الأعمال:  .2

يجدر الاعرف ي  ا  النقطة الى م دوم الاكا  الاصطنالي؛ وحوكمة ال ركات وأات يات 
 اسلمال. 

 الذكاء الاصطناعي:  مفهوم. 2.2
يددف الاطرق الى م دوم الاكا  الاصطنالي اعحا ة امعض النقاط الداعل  اب، ويدكم الا صي   

 : فيدا وفقا لدا يلي
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 أولا: تعريف الذكاء الاصطناعي.
 اج لم  ،اناخدامات وعطميقات ةولذا لد ةن الاكا  الاصطنالي يعد مم العمليات الدعقدأكون  

 ذلك ععدا الد ا يت التي عناولت مصطلن الاكا  الاصطنالي ك  حسب عولإدب ال كري لضو  اا الدوظو 
 :مم اتُ  ا  الاعري ات  اكرو 

ل دت وعطمي   ةليات ماطور آلى المتث لم إحد فرو  للت الحانوب يددف أ ب يعابر مم أ 
لذاا فدو للت يمتث ي ععريف  ، سانالحانوب لص ات ذكا  اع ةععامد للى لزاكاالتي  الاكنولولإيا 

 ؛اواصب ةاعاا  ولزاكاأالاكا  الا ساني وبرديد 
لمال  عدا  ظمم عقوم بأ ةلصمن مم الدمكم بدولإمب لإع  الآأ ب عطور للمي أيعرف كما     

 ؛1ةخال الدلى اللغات إ ةوصن  القرار والتًجم ،اراك المصرياع طاق الاكا  الم ري مث  
لاكا  الا سان وفدت  ميعاب لم  ريقب  ةصطنالي  و لزاكان الاكا  اعأا طت ا لشا نم  يدكم القول 

 .2لاكا  ساني الداست فيالسلوك اع ةللى لزاكا ةلي القاار لم  ارامج الحانب الآ
 :صطناعيالذكاء الإ ةهميثانيا: أ

امجاال الطبي والزرالي كك  ةمي  امجاالات العلميبج ب يرعمط س ةكمتَ   ةهميللاكا  الاصطنالي أ 
 :ارز اأصطنالي ي العديد مم النقاط الاكا  اع ةهميأيدكم برديد و  ،ي اأوالا اصااي 

 عب لك  وفيلاالي عسدي  اناعمالا ةالحانواي ةالبرلرلات كمدي  لغات م  الآ ة سا ياع ةاناخدام اللغ
 ؛ رائن امجاام 

 لات لم ي لرال لملب وعسدي  اناعمال الآ ةال غو ات الن سي ض سان اعاخ يف للى اعال
 ة؛التي عاطلب لردواات كمتَ  ةلمال الصعماس ةليب ااصإ ة سان الصاز الددام الدوكلاع

 صطنالي بحيث عوفر الو ت لدو  ي مم اتل عطميقات الاكا  اع ة االإيي برستُ اع ةالرغم
يسالد  ةللى مساوى الددام الداعدا ة االإيإو  ةهميأكثر أيامكنوا مم التًكيز للى الددام لالدعرفات 
 ةنها عاميز اقرارات ا يقأو  ةصطنالي ي امجاالات التي عصن  فيدا القرارات ااصالاكا  اع
 ؛و عداتت  د عؤثر ي  راراتهاأ ةم مسمقحكاأفليس لديدا  ةموظولي
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 ةاوييجابي اصوصا ي لرال عركيب اسإثتَ كالك ي امجاال الطبي فلب تأ  ةهميأصطنالي للاكا  اع 
 ؛وغتَ ا ةالحديث ةاتليتت الطميالو 
 الطائرات التي ا ادرت  ااصوص ثتَ كالك للى امجاال العسكري فيساخدم ي امجاال الحربيلب تأ

 الدسلتة ادون  يار؛ ويقصد بها الطائراتRpvs  نتإلالديا 
 التي  ةالقياا ة سان واناعمال نيارات ذاعيللى اع ةاليومي الحياة كالك يسد  الاكا  الاصطنالي

لى عصني   اا النو  مم إنارلت العديد مم ال ركات  دفق ،يدكم  يااتها اون عدا  الا سان
 .3ة لإولإ  رككالسيارات  

صطنالي فيلعديد مم الخصائص والدميزات التي بذع  ياميز الاكا  اع الذكاء الاصطناعيخصائص  ثالثا:
 :همداأمنب موظو  ااص الاي يثتَ ا امام  الماحثتُ مم 

 لديب ولالك  ة ب مساق  فيلدعلومات الداوفر الدساخدم س ةراالم إي ابزاذ القرارات اعيدا  ةناقتلياع
 ؛لب ةلى الا ال  والرا للى الطلمات الدولإدإ ةظافا تًاحات فيعوعقديم  ةللى الدماار  ةلب القدر 

  ةناجاااع ةمكا يإم   فيدامور الدخالف اكا اف اسي  أوالخط ةللى اناخدام الاجرا ةالقدر 
 ة؛والدعقد ةوالحالات الصعم ةوالدخال  ةلدخالف الدوا ف وال روف الجديد ةاسرل

  ؛اراكداإو  ةمور الدرئيادا  وفدت اسصطنالي للى الاطور واعالاكا  اع ة در 
 صوات والكتم كما يدكندا فدت الددااتت وبرليلدا  الاعرف للى اس ةلإدز لات واسالآ ةاناطال

 ؛ا ك  لمي  للامكم مم وظ  لسرلإات علبي احايالإات الدساخدمتُ
 ةالااعي ة ب لا يخ   للمرا مالاعليت س ةعسدي  لملي 
  كثر مم الاتلي   أ ةبرليلدا ا عالي ةمكا يإمدما كان حجمدا م  الدعلومات  ةللى معالج ةالقدر

   ؛الاي يقوم اب الا سان
 4ة.فيناخدام  دراعب الدعرفي ة صتَ  ةي فتًات زمني ةيجاا حلول للم اك  الدعقدإ 
 :مفهوم أخلاقيات الأعمال.  2.2
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ي ام  م دوم مصطلن أات يات اسلمال للى اعحا ة ااعري ب لغويا واصطتحا، مم ألإ  
عسدي  الوصول الى معتٌ عقريبي سات يات اسلمال، ي    غياب  صوص  ا و ية واظتة ي  اا 

 الصدا كما يات الاطرق الى أهمية أات يات اسلمال. 
 تعريف أخلاقيات الأعمال:أولا:

أات يات اسلمال ااعدا ال قدا  ي  اا امجاال حيث لرفت اساتق لغة أنها  ااال ت ععري ات
العااة والطم  والسجية والدرو ة والديم وي سر اام من ور ذلك اقولب أي الخل  بأ ب صورة الا سان الما نة 

ولذما أوصاف و ي   سب وأوصافدا ومعا يدا الدخاصة بها بدنزلة الخل  لصورعب ال ا رة وأوصافدا ومعا يدا 
، كما ععرف بأنها علك الص ات الن سية والدماائ الدعنوية التي عولإب نلوك الا سان الى ما  5حسنة و ميتة

 . ة و نلبي وما  و إيجابي فينعكس ذلك للى عصرفاعب ال ا ر 
كما لرف الامام الغزالي الااتق للى أنها الذيئة الرانخة ي الن س مسؤولة لم إصدار اسفعال 

تَ فكر، فإذا كا ت عصدر ا ك  لإيد عسمى أاتق حميدة والعكس ان كا ت عصدر ا ك  ني  مم غ
 عسمى أاتق نيئة. 

( أنها لرمولة NIGROFLEIX1984أما اساتق ي لرال اسلمال لرفدا ال قيب )
الافراا  مماائ مدو ة تأمر وعندى لم نلوكيات معينة ي  روف ما والتي عنعكس للى القيت التي ياخا ا 

 .  6كمعيار يحكت السلوك
كما ععرف أات يات اسلمال أي ا أنها لرمولة مماائ و وا تُ أات ية بسكم العاملتُ فيلدؤنسة 
مم معرفة ما  و ماو   مندت، كما برث الدو  تُ والدديريم وأل ا  لرالس اعاارات للى الا كتَ وابزاا 

. ومنب يساناج أن أات يات اسلمال  ي 7لد تًكة القرارات مم اتل من ومة موحدة لمعض القيت ا
لرمولة مماائ وظوااط   سية ومعنوية عن ت السلوك ال ا ري للعاملتُ وأصتاب اعاارات ل مان الستَ 

 الحسم واعاارة السليمة ي لرال اسلمال.
 أهمية أخلاقيات الأعمال:ثانيا: 

لليدا لالم اسلمال، بحيث يقوي  اا اساتَ  ععد الدماائ اسات ية مم اتُ أ ت اسنس التي يقوم
الالازام بدماائ العم  الصتين والسليت، اعيدا لم الدن ور ال ي  والالامار ال خصي فيلتًكيز للى الالامار 

 . وعامث  أهمية أات يات اسلمال ي:  8الدالي والاي اور  يسا ت ي برقي  فوائد للى الددى القصتَ
  للى صعيد ايئة لملب لزليا وو نيا واوليا؛  ععزيز سمعة الدؤنسة 
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   ع ااي اسلما  اعظافية كموالإدة الدلاوى الق ائية والجرائت؛ 
   عسا ت أات يات اسلمال ي برقي  اسرفيح؛ 
  ؛  9منن ال رلية للألمال اعاارية 
   عقوية التًااط الدنطقي والاوازن ي الثقافة الان يمية؛ 
   برستُ مساويات الثقة اتُ اسفراا والجمالات ي الدن مة؛ 
   الت لملية الامسك والثمات بدقاييس لإواة الدناجات؛ 
   ؛10الامسك بأثر  يت الدن مة ورنالادا ي امجاام  

 ثالثا:مبادئ أخلاقيات الأعمال: 
الي مم الصعب ظمط كما  و معلوم أن أات يات اسلمال  و مصطلن يعبر لم نلوكيات معنوية وفيلا

 الدماائ الخاصة بها   را لاعدا ا، ويدكم ذكر اعض الدماائ التي لذا أهمية كمتَة ي لالم اسلمال:
الصواب  الاي يسالد  للى معرفة ال عور الداالي لل خص  الدمدأ الى  اا يعامد .الضمير والنقاء: أ
 ذلك يدكم لرلإال اسلمال برديد اساوار والسلوك الدخالف للى مساوياتهت.  ، وللى إثرلخطأاو 

عوفر الصدق وال  افية ي العت ات حيث يجب يعابر الصدق أناس السلوك اسات ي،  . الصدق:ب
 الاجارية اتُ العاملتُ فيت ايندت وم  ال ركة وأصتاب الدصلتة والدساهمتُ.

مم نوا  ي نياناتهت أو ارالردت ولرالات لملدت، فاحتًام القيت اسات ية الم رية، إن   الإنسانية:ج.
 ويحدا مسار اع سا ية.ات ية قيت اسالال روري أن يام  ك  رلإ  ألمال 

خالف اس راف وامجاام ، لدإاتغ جمي  العمليات ا ك  مبرر ذلك لم  ري  يات  الشفافية والنزاهة: د.
السلوك الاجاري الاي يدلت الدماائ اسات ية، ولليب يجب للى ال ركات اعما  الدعايتَ  لىإوع تَ النزا ة 

 .  11الدماائ   ا  اسات ية ي القرارات وللى الدو  تُ احتًام
القيت اسات ية بر ز للى  عور الاعاون وروح ال ري ، مم الد روض أن يقدم  . التعاون مع الآخرين:ه

لكام  م  اس خاص الآاريم اناً  للى القدرات والدوارا الدااحة وفقا لسلوكدت رلإ  اسلمال الاعاون ا
الحسم و يمدت اسات ية، م  بذنب الاعاون ي ال رور ونو  السلوك والسلوك غتَ اسات ي ليس فقط 

 م  الزفيئم الدخال تُ ولكم م  امجاام  أيً ا.
إلى ونائ  فعالة للاواص  م  اس خاص الدااليتُ وفقًا لذاا الدمدأ،  ناك حالإة . قابلية التواصل: و

 يجب أن يكون الاواص  واظن وم اوح، واطريقة مبررة.، و والخارلإيتُ الد تًكتُ ي ايوت اسلمال
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وفقًا للمماائ اسات ية يجب أن يحل  ك  رلإ  ألمال ويقيت   سب فيما إذا كا ت الجوا ب . الرشد: ز
الخطأ، اسات ي أو غتَ اسات ي ظمم معامتعب الاجارية ولملب اليومي اعيجااية أو السلمية، الصواب أو 

 .12ي ايوت اسلمال. يجب لليدت أيً ا اعما  الدوا ف والسلوكيات الر يدة
  مفهوم الحوكمة: 2.2

ي ام  م دوم الحوكمة للى ععري دا مم الناحية اللغوية والاصطتحية فيعظافة الى ااراز الذدف مم 
 الاطرق الى أ ت اصائصدا: الحوكمة ثم
  .التعريف اللغوي والاصطلاحيولا:أ

 ععدات الاعري ات حول الحوكمة اتُ ما  و لغوي وما  و اصطتحي: 
 التعريف اللغوي:أ_

و و ذو أص  الصلونكسوني، ويرعمط  اا اساتَ ا ك    0981 در مصطلن الحوكمة ي ننة 
أنس لشارنة اعاارة الر يدة. وفيلرغت مم أن الدصطلن كان  كمتَ فيلعولدة واسزمات الا اصااية، ويقصد اب

لب تأثتَ كمتَ ي الدول الداقدمة اسمب كثرة اناخدامب، لم يرا ععريف لزدا فيللغة العراية، ا  بذاوز اسمر 
 .  13الى لدم عمنيب مم  رف الجدات الرسمية الد رفة للى  طا  اسلمال والدعامتت الدالية ي اول العراية

 التعريف الاصطلاحي:.ب
يا مم م دوم الحوكمة الالدام ااعري دا ال قدي، ي    غياب  ص  ا وني واظن وصرين يعرف 
الحوكمة ي القا ون الجزائري؛ والا ريعات اسارى للى حد نوا ، ويرلإ  نمب ذلك الى ارعماط م دوم 

كات لشا أاى إلى ععدا الاعري ات حولذا الحوكمة فيلعديد مم الدواظي  الا اصااية والدالية والان يمية لل ر 
اون ولإوا ععريف موحد و ام  للتوكمة حيث لرفادا من مة الاعاون الا اصااي أنها: "الن ام الاي 
ي مط ويولإب ألمال ال ركة، حيث يوز  الحقوق والوالإمات اتُ لسالف أ راف لرلس اعاارة أصتاب 

لتزمة الخاصة فيبزاذ القرارات وكما ي   اس داف العت ة، الدساهمتُ، وي   اعلإرا ات والقوالد ا
 "  14والانتًاعيجيات التزمة لاتقيقدا وأنس الداااعة لاقييت ومرا مة اساا .

كما ععرف أنها اع ار الاي بسارس فيب ال ركات ولإوا ا، حيث عركز فيب للى العت ات اتُ 
. و د 15دت ي اع راف للى لملية الاتكيتالدو  تُ و اعاارة أو أصتاب الدصالح وكي ية الا ال  اين

لرفدا صندوق النقد الدولي أنها الدصطلن الاي ي م  جمي  العناصر التي بدولإمدا حكت الدولة بدا فيدا مم 
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السيانات واس ر الا اصااية والان يمية والا ريعية، ويؤثر ظعف عطمي  الحوكمة للى الن اط الا اصااي 
 . 16و مصلتة الافراا
ا مم ذلك يدكم ععريف الحوكمة للى انها لرمولة مم القوالد والدعايتَ التي عن ت العت ات وا طت 

اتُ إاارة ال ركة والدساهمتُ مم لإدة وأصتاب الدصالح مم لإدة أاري، حيث يؤاي الاطمي  الحسم 
  وي.لدماائ الحوكمة الى إاارة ر يدة والحد مم الغش وال ساا ي ال ركات ومم تم الندوض في اصاا 

  .أهمية حوكمة الشركاتثانيا:
ععد الحوكمة مم اتُ ا ت الونائ  التي ع مم الستَ الحسم واعاارة الر يدة ي ال ركات الاجارية،  

وعبرز أهميادا لإليا مم اتل لزاولة الاقلي  مم م اك  الوكالة النابذة لم ال ص  اتُ الدلكية والاسيتَ، أي 
 لان يايتُ ومم ععارض الدصالح ايندت؛اتُ الدساهمتُ ومستَيم ال ركة وكاا ال ص  اتُ مسؤوليات الدديريم ا

تأكد حوكمة ال ركات مسؤولية اعاارة، برستُ الدمارنات الدالية وععزيز ال  افية، كما تهدف الى 
حماية أصول ال ركة وحقوق الدساهمتُ وأصتاب الدصالح، مم الغش والاتلب وال ساا وغتَ ا مم 

يد ي مم النزا ة ي الاناثمار لشا ي ج  للى لإلب اسزمات. أي يدكم القول ان الحوكمة وعطميقدا الج
الدساثمريم المحليتُ واسلإا ب، كما برد مم  روب رؤوس اسموال لضو الخارج وفيلاالي رف   الدة الا اصاا 

 . 17الو تٍ
يدكم حصر مماائ الحوكمة التي لإا ت بها من مة الاعاون  .مبادئ حوكمة الشركاتثالثا:

 لي:الا اصااي والانمية فيماي
ينمغي أن ي ج  إ ار حوكمة ال ركات  ضمان وجود أساس لإطار فعال لحوكمة الدؤسسات: أ_

للى   افية وك ا ة اسنواق، وأن يكون ماوافقا م  حكت القا ون، وأن يحدا اوظوح عوزي  الدسؤوليات 
 اتُ لسالف اسلإدزة ااا  ال ركة.

حيث ينمغي أن يك   إ ار الحوكمة حماية  حفظ حقوق الدساهمين والدعاملة الدتساوية بينهم:ب_
حقوق الدساهمتُ اسنانية )عصويت، الا ت  للى الميانات، الح  ي اسرفيح...(، والدتحظ أن  اا 
الدمدأ يؤكد للى مصلتة الدسا ت مقار ة م  أصتاب الدصالح الآاريم للى أناس الدورا الذام الاي يدالكب 

ار الدساواة اتُ الدساهمتُ ااصة حينما ياعل  الامر فيس لية أو حتى أي اسندت، كما يجب أن ي مم اع 
 الدساهمتُ اسلإا ب وعااح ال رصة لذت للتصول للى ععويض كاف لند ا اداك حقو دت.
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ينمغي أن يك   إ ار حوكمة الدؤنسة برقي  اعفصاح الد ي  وي  الإفصاح والشفافية: ج_
الداعلقة فيل ركة، بدا ي ذلك الدركز اساا  وحقوق الدلكية وأنلوب  الو ت الدتئت لم كافة الدسائ  الذامة

حوكمة الدؤنسة، حيث يجب أن يكون  اا اعفصاح للى  در لال مم الجواة والاأكيد الدساق  لمعث 
 العدالة والثقة حول   اط ال ركة ومكا ادا الدالية.  

لاولإيب ال ركة، وأن عك   ماااعة  وذلك ااتديد الخطوط اعر ااية مسؤوليات لرلس الإدارة:د_
 فعالة للإاارة الان ياية مم  م  لرلس اعاارة وأن ع مم مسا لة لرلس اعاارة مم  م  ال ركة والدساهمتُ.

يجب أن يعتًف إ ار حوكمة الدؤنسة بحقوق أصتاب الدصالح التي  حماية أصحاب الدصالح:ه_
، وأن يعم  للى ع جي  الاعاون الن يط اتُ الدؤنسة ين ئدا القا ون، أو عن أ  ايجة اع ا ات ماماالة

الا اصااية وأصتاب الدصالح ي لرال ال  الثروة وفرص العم ، وبرقي  الانادامة للم رولات للى 
 18أنس مالية نليمة.

دور الذكاء الإصطناعي في تطوير الرقابة على الشركات من خلال تجسيد مبادئ الحوكمة .2
 وأخلاقيات الأعمال.

انهيار نوق الدال و  ركات الفتس إلى إلمال يؤاي الم ري ي  طا  اس أن الخطأكما  و معلوم  
لمال وعستَ ال ركات نوف اس ةاار إلاماا للى الرواوتات ي ي حتُ اع ة،لالدي ةماليأزمات  ثوحدو 

 ذولعم  الم ري م  ا ةكالك يمقى الرواوت مقار   ،عقاناعلت ويعم  بإال ب نري  ثر ايجابي سأيكون لب 
ليس  امر أصطنالي ن الاكا  اعأولا  ك  ةوالمط  ي الااكر  أ ساني الدعروف فيلخطفعاليب بختف العم  اع

لمال فدي ارام لقوا اسإو أل وائيا ا   و تهديد للاتكت الم ري ي  طا  ال ركات مم حيث الاسيتَ 
.و يات الاطرق ي  ا  النقطة 19ةونلمي ةم رولحيان عمدو غتَ ي اعض اسو     ذو عصور ايجابي وم رو  

 الى تأثتَ الاكا  الاصطنالي للى أات يات اسلمال مم لإدة وللى حوكمة ال ركات مم لإدة أارى:
 :تأثير الذكاء الاصطناعي على أخلاقيات الأعمال. 2.2

حيث فرض ي  اا السياق، ارز تأثتَ الاكا  الاصطنالي ا ك  واظن للى أات يات اسلمال،  
 ".برديات لإديدة عاعل  فيلدسا لة، والخصوصية، والالضياز الخوارزمي

 .التحديات الأخلاقية الدرتبطة باستخدام الذكاء الاصطناعيأولا:
م  ازاياا الاماا ال ركات للى الاكا  الاصطنالي ي ابزاذ القرارات، ارزت برديات أات ية  

 لديدة، أهمدا:
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ععامد أ  مة الاكا  الاصطنالي للى الميانات الددالة، والتي  د ععكس بريّزات ا رية. مثتً،  :التحيّز -أ
 .20اوارزميات الاو يف  د عسامعد مر تتُ اناً  للى الجنس أو العرق

اناخدام الاكا  الاصطنالي ي برلي  ايانات العمت   د يؤاي إلى ك ف  انتهاك الخصوصية: -ب
 .21فقة صريحةمعلومات  خصية اون موا

غالمًا ما عكون الخوارزميات "صندو اً أنواًا"، لشا يصعّب للى اسفراا فدت منط   غياب الشفافية: -ج
 .22ابزاذ القرارات

 .نماذج من انتهاكات أخلاقية بسبب قرارات تعتمد على الخوارزميات ثانيا:
ي الولايات الداتدة أ درت بريبّزًا لنصريًا ي الانمؤ ااكرار الجرائت، لشا أاى  COMPASاوارزمية  -

 23.لاتهامات فيلامييز
رفعت اسنعار أثنا  الكوارث ا ك  علقائي، لشا أثار  Uberاوارزميات الاسعتَ الديناميكي مث   -

 24لإدلًا أات يًا وانعًا.
 .استخدام الذكاء الاصطناعيتجاه المجتمع عند امسؤولية الشركات ثالثا:

 عق  للى ال ركات مسؤولية أات ية كمتَة، ع م : 
 عد ي  الخوارزميات. -
 حماية ايانات الدساخدمتُ. -
 عوفتَ ال  افية وظمان الدسا لة. -

 .25و د أ  أت  ركات مث  مايكرونوفت لجانًا أات ية ااالية لدرا مة عطوير الاكا  الاصطنالي
 :. الذكاء الاصطناعي في ظل حوكمة الشركات 2.2 

أحدث الاكا  الاصطنالي برولًا ملمونًا ي م ا يت وآليات حوكمة ال ركات، مم اتل برستُ  
  ت الر ااة الداالية وععزيز ال  افية ي ابزاذ القرار. فقد أصمتت عقنيات الاكا  الاصطنالي أااة فعالة 

ك ف الدمكر لم الدخا ر والالضرافات، لشا ياين مجاالس اعاارة لشارنة اور ا ي برلي  الميانات الدالية وال
الر ابي ا ك  أكثر ا ة واناما ية. كما يسدت الاكا  الاصطنالي ي الت مماائ الحوكمة الداعلقة فيلدسا لة 

 رارات  والنزا ة، مم اتل عوفتَ معلومات ا يقة وي الو ت ال علي، عسالد للى عقييت اساا  وابزاذ
انتًاعيجية ممنية للى أنس للمية. ورغت  ا  اعيجاايات، يطرح اناخدام الاكا  الاصطنالي برديات 
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حوكمية لإديدة، عاعل  ااتديد الدسؤولية لم  رارات اس  مة الاكية وظمان عوافقدا م  القيت والدعايتَ 
 الان يمية.

 .دور الذكاء الاصطناعي في تعزيز الرقابة والشفافيةأولا:
عساخدم الدؤنسات الاكا  الاصطنالي لرصد اس  طة الدالية، وبرستُ ال  افية ي الاعامتت،  

 JPMorgan  .26و HSBCكما  و الحال ي انوك كبرى مث  
 .توظيف الذكاء الاصطناعي في اتخاذ القرار الإداري ولرالس الإدارة ثانيا:

الانتًاعيجي، ا رط أن عُساخدم    ت الخوارزميات ي برستُ لمليات الاقييت والاتلي اعس
 .27كأاوات االمة وليست اديلة للقرار الم ري

 .مقترحات لدمج الذكاء الاصطناعي ضمن قواعد الحوكمةثالثا:
 إصدار مدونات نلوك. -
 ع كي  لجان ماخصصة. -
 عدريب الدو  تُ للى الاناخدام الدسؤول. -
 .28إ راك أصتاب الدصلتة ي منا  ة اسثر اسات ي -

 

 خاتمة: .4
أااة  وية يدكم أن ععزز ال  افية يدث  الاكا  الاصطنالي وي ااام الور ة المتثية بدكم القول أن 

والك ا ة ااا  الدؤنسات، لكنب ي الدقاا  يثتَ برديات أات ية و ا و ية عاطلب حوكمة ر يدة. لالك، 
 الالإامالية ل مان ايئة ألمال لاالة ومسادامة.يجب للى ال ركات أن عوازن اتُ الاقدم الاقتٍ والدسؤولية 

 ولليب يدكم اناختص اعض الناائج: 
  أن الاكا  الاصطنالي أصمن لإز ا لا ياجزأ  مم ايئة اسلمال الحديثة؛ 
  ولإوا فجوة واظتة اتُ الاقدم الاكنولولإي والدمارنات اسات ية؛ 
 ام الاكا  الاصطنالي ي غياب اس ر القا و ية والان يمية التي تهدف ل مط اناخد

 ال ركات؛ 
  لدم ك اية الحوكمة الاقليدية لدوالإدة برديات الاكا  الاصطنالي، لشا يجب عطوير

 أ  مة لإديدة عن ت الاكنولولإيا لذاا امجاال؛ 
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  مسؤولية ال ركات لا عقاصر للى الاماثال القا وني فقط، ا  ع م  الدتحظ أي ا أن
العمت ، الدو  تُ وامجاام ، ااصة لند اناخدام عقنيات ذكية أيً ا الازامًا أات يًا بذا  

 . عؤثر ي حقوق اسفراا
 وللى إثر ذلك يدكم  رح اعض الا تًاحات: 

  ظرورة إاماج مماائ اسات يات الر مية ي السيانات الداالية لل ركات وع ميندا
 ي ثقافادا الان يمية؛ 

  فيل  افية والدسا لة ي اناخدام الاكا  وظ  أ ر  ا و ية وعن يميةعلزم ال ركات
 الاصطنالي؛

 .ع جي  ال  افية الاكنولولإية 

 : . الذوامش5
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اعفصاح وال  افية كأحد مماائ الحوكمة ي  ا ون ال ركات، اار ال كر (، 2102)أحمد للي ا ر،  
 ، مصر0الجامعي، ط

 .حوكمة ال ركات، أل ا للوثائ ، اسران(، 2120)إلياس  ر افة، 
  الخليج، ارانات مركز .العراية اسلمال ايئة ي الاصطنالي الاكا ( 2022، )فدد الحويداني

الاكا  الاصطنالي _ارانة  ا و ية_ ، امجامولة العلمية للن ر والاوزي ؛ لرمولة (، 2122)ندام ارفيل، 
 .، مصر0والاوزي ، طثري فريندز للن ر 
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اور أات يات اسلمال ي ع عي    ام حوكمة ال ركات العائلية، لرلة اعاارة والانمية للمتوث  (2109)ارواة إلذام،

 . الجزائر.والدرانات، لإامعة المليدة
برديات الاكا  الاصطنالي وعطميقاعب ي الاعليت، لرلة الدنادى للدرانات واسبحاث اع اصااية، (، 2120)اكاري لساار، 

 .يان لا ور الجل ة، الجزائر(، لإامعة ز 2)لدا 6لرلد 
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الر ابي لدندوب الحسافيت ي  ركة الدساهمة ومو ف الد ر  الجزائري، لرلة الدرانات حوكمة الدور (، 2120) تام حنان، 
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  :ملخص
تشههههد السهههاحة الةاتطتيهههة تاهههطرفيا متسهههارعفيا ك لرهههال تعيهههيث الهههبعا  الاوهههاعاعي  حيههه  تبعههه  بعههه  الهههدول 
والدعيمهههات الدوليهههة تشهههرفيا تشهههريعية لمهههمان الاسهههتلهدام اتمهههن والدسهههؤول لذهههب  التكعطلطجيههها  علههه  الدسهههتط  

عاعي" الههته فههد     الههدو   بههرزت جهههطد الابرههاد ا وروبي مههن ةههلأل "اللأئلههة ا وروبيههة للههبعا  الاوهها
عهز ههب  الةهطاتى عله  اايهة الخصطوهية  يتر تصعيف الدلهاشر وضمان الشهاايية  تمها عله  الدسهتط  الهطش   

ومعع التمييز  وضمان الدسا لة  ورغهث التلهد،ت  يدعهد التشهريع ةاهطة تساسهية لتلةيه  تهطازن بهى الابتكهار 
 .وااية الحةطق

  البعا  الاواعاعي   الدعيمات الدولية   الحماية  الدولية    التشريعات الطشعية الكلمات المفتاحية: 

Abstract:  

The legal landscape is rapidly evolving in the field of artificial intelligence 

regulation, with several countries and international organizations adopting 

legislative frameworks to ensure the safe and responsible use of this technology. 

At the international level, the European Union has taken the lead with the "EU 

Artificial Intelligence Act," which aims to classify risks and ensure transparency. 

At the national level, these laws focus on protecting privacy, preventing 

discrimination, and ensuring accountability. Despite the challenges, legislation is 

considered a crucial step in achieving a balance between innovation and the 

protection of rights. 

Keywords: Artificial Intelligence, International Organizations, International 

Protection, National Legislation. 
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  مقدمة: .1
لا يدر يطم  لا وتر  تةدما مبهلأ ك قدرات البعا  الاواعاعي  من تشلهيص ا مراض     دارة 

كبيرة برمل ك شيافا لساو  عميةة  الددن البعية  لشا يدعلعا تملأ بدستةبل تعثر عاا ة  لكن هب  الةطة ال
يماذا لط قرر تيام آ  ري  معلك قرضا بسبب الضياز ةاي ك بياناته؟  تو استلهدم  وجط  العاس دون 
علمهث لخل  ييديطهات مزياة فدد سمعتهث؟  هعا تبرز تهمية التشريعات عمرورة حاسمة؛ يهي ليس  لررد 

بي يحمي  تساتيتعا ك عالم رقمي بلأ حدود  يعل  الدستط  قطاعد جامدة  بل  تصبح الممير الجمعي ال
الطش   تممن هب  الةطاتى تلا تتلطل الابتكارات    تدلة للتمييز تو اتتهاك الخصطوية  يبدونها تصبح 
جميعا يئران بذارب ك لستبر تكعطلطجي ماتطح  تما عل  الصعيد الدو   يالتشريعات الدشترعة هي الجسر 

ي يدكن تن يدعع "الدعاش  الرمادية" حي  تستغل التةعية ك حروب  لكتروتية تو مراقبة جماعية الطحيد الب
تبوب ييها حةطق ا يراد؛ ن الخار الحةيةي ليس ك البعا  الاواعاعي تاسه  بل ك اتعدام المطابط 

ية هي تلك الحاية الته ا ةلأقية الته تلزمه بخدمة البشر لا استغلألذث  لبلك يالتشريعات الطشعية و الدول
 بسعع الاتزلاق    هاوية لا تعطد ييها قادرين عل  بسييز الحد بى التةدم والدمار 

 حول الذكاء الاصطناعي :سياقات الظهور و أبعاد الاستخدامات .2
 الاواعاعي للبعا  الحةيةية الببرة لكن ذعا هث  يشبه ذعا  بستلك آلات بخل  البشر حلث لاالدا     
" داربسطث" مؤبسر ةلأل رسميا الدصالح تشل   6991 عام ياي  العشرين الةرن معتصف ك تبت 

 عل  قادرة آلات   ببعا  وحلمطا" ميعسكي مارين"و" مكارثي جطن" مثل علما  اجتمع حي  التاريخي 
 البعا  شتا " وعطبات    الستيعيات  ااسة من: عثيرة بتةلبات الرحلة مرت  البشري العةل لزاعاة

 ك" العصبية الشبكات"و" العمي  التعلث" ظهطر مع الدبهلة الصلطة ثم الثماتيعيات  ك" الاواعاعي
 مثل تلعاب   ك البشر عل  وتتاطق بل الكلأم وتاهث الصطر برلل اتلات جعل  الته الجديدة  ا لاية

عل  سبيل  ا شبا  يساعد: الابيالمجال  ايي: حياتعا ك تاصيل عل يلأمس يالتأثير اليطم  تما؛الشارتج
 تشهر ك تدوية ويصمث البشر دقة  تاطق بدقة السرشان تشلهيصالدثال ك تشلهيص ا مراض الدستعصية ع

 شلهصية دروسايستايع تن يةدم  يةدم يال ذعا  الاواعاعي التعليث ك  تما ك لرال    سعطات بدل
  وك المجال الاقتصادي يعمل  يمية متاطرة  و يةترح برامج تعل تعلمه سرعة مع ويتكيف شالب  لكل

 ويصبح بل بالدلهاشر  و يتعبأ الدالية ا سطاق للبر البعا  الاواعاعي عل  برليل البيانات الملهمة معها
  وك لرال الترييه يستايع البعا  الاواعاعي تن يعتج الدصاريف    دارة ك" البعي ا يراد مساعد"
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    و مبهلة متلرعة برسطم   تيلأما ويصعع  بداعية  تصطوا ويكتب  قد تاطق الإبداع البشري  مطسية 
     هطاتاعا ك" الصطتية الدساعدات"تتجل  تهمية البعا  الاواعاعي ك حياتعا اليطمية من ةلأل 

 من تيمل ذوقعا تعر  الته( 6و البرامج و الدعتجات) ا يلأم وتطويات  الةيادة ذاتية السيارات
 عان مستةبلأ يب   يطمي ريي     يلساي حلث   من؛لبلك يدكن الةطل بأن البعا  الاواعاعي تودقائعا

 تن دون الإتساتية لخدمة الذائلة الةطة هب  تطجه عيف: ا عم  السؤال يبة  لكن  عةطد قبل ةيال لررد
  سرعة؟هب  الةطة  تاطقعا

 الدولية و الوطنية المرتبطة بالذكاء الاصطناعي ثانيا:التشريعات .3
 التشريعات الدولية:. 3.3

 : (OECD) منظمة التعاون الاقتصادي والتنمية ..1.1.3
يتساب  ييه الجميع لاةتراع ذعا  اواعاعي تقط   لكن دون قطاعد تممن تلا يدوس هبا  تعيش ك عالم 

حاملة "بطولة  (OECD) * الاقتصادي والتنميةمنظمة التعاون  هعا جا ت  التةدم عل   تساتيتعا
  تشلة  الدعيمة مبادئها الشهيرة للبعا  9169ياي   تةلأقية" حاول  تطحيد الجهطد العالدية

 يهث الابتكار البي  بل الابتكار ا سرعليس الدهث يقليلأ   التطقف : "عل  لعالما بر  الاواعاعي  عأنما
العزاهة والشاايية وةدمة العاس والدسا لة  الخمسة الته تدور حطل هب  الدبادئ  يكرس عرامة الإتسان"

لةد قدم   جابة عملية  سئلة لزيرة: عيف نمعع التليز   لم تكن لررد علمات  براقة  (9)والإتصا 
وعيف لصبر الشرعات عل  عشف عياية ابزاذ تتيمتها لةرارات قد  الخطارزمي من تدمير يرص عمل العاس؟ 

حبل لصاة  ا هث تن هب  الدبادئ  رغث تنها "غير ملزمة قاتطتيا"  برطل      سان؟تغير مصير  ت
استلهمطا معها قطاتيعهث  حتى تن الابراد الته اليابان والابراد ا وروبي ع  للعديد من الدول تشريعي

تن مبادئ ولدت من   الداارقة؟ ؛وا وروبي جعل معها العمطد الاةري لةاتطته التاريخي للبعا  الاواعاعي
تبعرنا تن التكعطلطجيا وجدت لخدمتعا   لا  ووية تةلأقية عالدية شاولة تةاش اقتصادي  توبل 

 .لتلكمعا
 *:*حول أخلاقيات الذكاء الاصطناعي"اليونسكو "إرشادات  ..2.1.3

ذعا  اواعاعيا يةرر مصير شال ك الددرسة  تو يحدد من يستل  الرعاية الصلية  تو يعيد عتابة  بزيلطا
 9196عام  "اليونسكو" تاريخ شعب بأعمله! ك مطاجهة هب  السيعاريطهات الته لم تعد ةيالا  تشلة 

للبشرية  "ويلة  تبار" ليس عمجرد وثيةة تةعية  بل عه   رشادافا التاريخية  ةلأقيات البعا  الاواعاعي 
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دولة  تةطل ببساشة: "لا يجطز للتكعطلطجيا تن تسرق  691جمعا   هب  الإرشادات  الته وقع  عليها 
تةييد  تو الدراقبة الجماعية تو التلأعب بالطعي يهي بررم استلهدام البعا  الاواعاعي ك   تساتيتعا"

ا عثر   و" شروشا غير قابلة للمساومةحةطق الاتسانالحر،ت  وبذعل من "الشاايية" و"العدالة" و"احترام 
عأنما تعلن: "لا يكاي تن تبتكر  بل يجب تن     ثارة تنها تلزم الحكطمات بإتشا  تتيمة رقابية مستةلة 

تاطر تتيمة ذعا  اواعاعي الته عربية الدول ال يإنواليطم    تثب  تن ابتكاراتعا لا تسرق تحلأم المعاا "
البي يدعع التةعية من برطيلعا     مرجع تةلأقيع هب  الإرشاداتتتبع لصلة  توبل  ك التعليث تو ا

 .(1)ترقام ك آلة لا تعر  الراة
    :(EU AI Act)* مشروع قانون الذكاء الاصطناعي الأوروبي 3..3.1

تن توروبا تعلن للعالم: "عا ! لن تسمح للتكعطلطجيا تن بذعل من البشر  يتصطر متلة  هبا الدشروع       
تول تشريع شامل ك   ويعتبر قانون الذكاء الاصطناعي الأوروبي هبا هط جطهر  دم  ك لعبة  ةايرة!"

يبدلا من اتتيار عطارث عتسليح  بالإتساتية  و لحريةالعالم يدسك بزمام الابتكار الجامح قبل تن يايح با
تةمر  تتيمة البعا  الاواعاعي تو تشطيه الحةائ  باله"ديب ييكس"  وعف الةاتطن التابيةات   

ك الةائمة الحمرا : تلك الدمعطعة بساما  عأتيمة "التعةيب الاجتماعي" الته  ؛حسب ةاطرفا وتوار وتار
تما ا تيمة عالية الخاطرة   بعةطل ا شاال وعبار السن بركث عل  البشر بداضيهث  تو تلك الته تتلأعب

)عالتطظيف تو الرعاية الصلية(  يستجبر عل  الشاايية الكاملة  عأن بزبرك: "لةد ريمتك اتلة لذب  
من ترباح ٪ 1    العةطباتقد تصل  و  ا سباب"  وستلهمع لرقابة وارمة عمراقبة شائرة قبل  قلأعها

الجاتب ن اتتهاك من الابراد ا وروبي    الشرعات بأرسالة واضلة  لتا  هب  باالدلهالاة  الشرعات
 تول جدار الةاتطن ليس عماليا  لكعهوالرسالة الدطجهة هي تن  ( 4) يدر دون عةابتساني لن الإ

 .من برطل التةعية    وحش بلأ شطق تةلأقي يحميعا
 (:للأغراض العسكريةجهود الأمم المتحدة )لجنة الذكاء الاصطناعي 4.1.3

 عل  الترعيز مع الاواعاعي  البعا  لحطعمة عالدي  شار لطضع حثيثة جهطدا الدتلدة ا مث تببل    
 للأمث العامة الجمعية اعتمدت  9194 مارس ياي  التكعطلطجيا لذب  وا ةلأقي الدسؤول الاستلهدام
 البيانات ااية تعزيز    يدعط والبي   (9)الاواعاعي البعا  بشأن عالدي قرار تول بالإجماع الدتلدة

 آمعة اواعاعي ذعا  تتيمة تاطير عل  التأعيد مع به  الدرتباة الدلهاشر ومراقبة الإتسان وحةطق الشلهصية
 العسكري  الاواعاعي للبعا  عاجل تعييث    الدتلدة ا مث دع  عما  الدستدامة التعمية لتعزيز ومطثطقة
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 قاتطنا ملزمة اتااقيات لطضع وتسع  الحالية  السياسات ياطق السريع التكعطلطجي التاطر تن من لزبرة
 عام وك ؛المجال هبا ك وا ةلأقيات الجعائي والةاتطن الإتسان حةطق قما، لدعالجة 9191 عام بحلطل

 الإتسان  حةطق    يستعد الاواعاعي  البعا   ةلأقيات عالديا معيارا اليطتسكط اعتمدت  9196
 سد    "غطتيريش تتاطتيط" الدتلدة  للأمث العام ا مى ويسع   الةاتطتية تشرها بعا  ك الدول لتطجيه
 شكل وقد الاواعاعي  البعا  يطائد من العامية  وةاوة الدول  جميع استاادة وضمان الرقمية الاجطة
  (1)الإتساتية الةيث مع يتماش  بدا عالديا  دارته حطل تطويات لتةديم الخبرا  من استشارية هيئة

 :التشريعات الوطنية:. 2.3
يعهههد الابرهههاد ا وروبي رائهههدا عالديههها ك وضهههع ا شهههر الةاتطتيهههة والتشهههريعية للهههبعا  الاوهههاعاعي   هههد  برةيههه  

وقهههد اعتمههههد الابرهههاد ا وروبي "قههههاتطن الههههبعا    التهههطازن بههههى الابتكهههار واايههههة الحةهههطق ا ساسههههية للمههههطاشعى
  ليصهههبح تول تشهههريع شهههامل ك العهههالم يهههعيث الهههبعا  9194ك مهههارس  (AI Act) "الاوهههاعاعي
يصههعف ههههبا الةههاتطن تتيمهههة الههبعا  الاوهههاعاعي بعهها  علههه  مسههتط  الدلههههاشر الههته تشهههكلها    الاوههاعاعي

وياههرض التزامههات وههارمة علهه  ا تيمههة عاليههة الدلهههاشر  مثههل تلههك الدسههتلهدمة ك البعيههة التلتيههة الحيطيههة تو 
ويهههد  هههبا الةههاتطن    ضههمان تن تكههطن تتيمههة الههبعا  الاوههاعاعي آمعههة وشههااية وغههير   الةههاتطن تاههاذ 

بالإضههاية    ذلهههك  تسههاهث الههدول ا عمهها  ك الابرههاد ا وروبي  هطدهههها   بسييزيههة وبرههترم حةههطق الإتسههان
الات مثهل حطعمهة الخاوة ك تاطير تشريعات وسياسات وشعية تكمل الإشار ا وروبي  مع الترعيهز عله  لره

  (7)البيانات والخصطوية  لممان بيئة رقمية مطثطقة ومسؤولة
 الولايات المتحدة الأمريكية:3.2.1

تتلهههب الههطلا،ت الدتلههدة ا مريكيههة ةاههطات متزايههدة لضههط تعيههيث الههبعا  الاوههاعاعي  مههع الترعيههز علهه       
تمههرا تعايههب،  "جههط بايههدن"يكههي   توههدر الههرئيس ا مر 9191ياههي تعتههطبر  ؛تاههطير  بشههكل آمههن ومسههؤول

 ( 8) "يهد     تاطير البعا  الاواعاعي التطليدي واستلهدامه "عل  لضهط آمهن ومسهؤول وجهدير بالثةهة
هبا ا مر التعايبي يعد علأمة يارقهة ك الجههطد الايدراليهة لتطجيهه مسهار الهبعا  الاوهاعاعي  عله  مسهتط  

تشههريعات ةاوهة بالهبعا  الاوهاعاعي  حيه  تم التطقيهع علهه  الهطلا،ت  تعمهل عالياطرتيها تيمها عله  وضهع 
لههههدعث تاههههطير الههههبعا  الاوههههاعاعي ليصههههبح تعثههههر تمههههانا  9194ثلأثههههة مشههههاريع قههههطاتى رئيسههههية ك تعتههههطبر 

ههههب  الجههههطد تعكهههس التزامههها متزايهههدا بطضهههع تشهههر قاتطتيهههة للهههبعا  الاوهههاعاعي ك الهههطلا،ت  ( 9)ومطثطقيهههة
 .ار التاطرات السريعة لذب  التكعطلطجياالدتلدة  مع ا ةب ك الاعتب
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 الصين:2..3.2
عهههبر ةاهههة "الجيهههل الجديهههد  9167تشلةههه  الصهههى اسهههتراتيجيتها الشهههاملة للهههبعا  الاوهههاعاعي عهههام       

(  والهته ريعه  الهبعا  الاوههاعاعي 19للهبعا  الاوهاعاعي الصهادرة عهن لرلهس الدولهة )الطثيةههة الرسميهة رقهث 
بتكار التكعطلطجي  وتاطر الإشار التشريعي بشكل لاح  مع ودور "قطاعد  دارة    تولطية وشعية لدعث الا
  الهته دةله  حيهز (CAC) مهن هيئهة الامها  الإلكهتروني الصهيعية 9196عهام  (الخطارزميات الدطوه   ها

  9191 جهطانوك ؛ لتعييث شهاايية الخطارزميهات ومعهع التمييهز ك ا تهط  الرقمهي 9199التعايب ك مارس 
قههدم  الصههى تول تشههريع عههالدي للههبعا  الاوههاعاعي التطليههدي عههبر "لههطائح  دارة الخههدمات الدطلههدة بالههبعا  

ههب  اللهطائح يرضه  مراجعهة تمعيهة وهارمة للأتيمهة     9191 توت 69  والهته شبةه  ك  "الاوهاعاعي
تصههف تةههارير اللجعههة  ؛بلتطجههها للمسههتةو  واايههة البيههانات  ووضههع علأمههات مائيههة واضههلة للملتههط  الدطلههد

يرعههههز علهههه  حيهههه  +(  9194( مشههههروع قههههاتطن شههههامل قيههههد الصههههياغة )9191الطشعيههههة لعههههطاب الشههههعب )
الدسؤولية الةاتطتية للأتيمة الدتةدمة  وتطحيد الدعايير ا ةلأقية  وتعزيز التعايسية العالدية مع احتطا  الدلهاشر  

بتكار مع يهرض رقابهة وهارمة  مسهتعدا    قهطاتى ا مهن يعكس هبا التاطر تشريعا "ثعائي الدسار": دعث الا
 ( 9196)البي ظهر سعة( وااية البيانات الشلهصية 9167)لسعة السيبراني 

 التحديات القانونية و الفنية في استخدامات الذكاء الاصطناعي .4.
 حصههههرها ك الععاوههههر التاليههههة:    يدكههههن شههههكالياتيطاجههههه اسههههتلهدامات الههههبعا  الاوههههاعاعي لرمطعههههة مههههن الإ

الغمهطض ك  :يطاجهه تابيه  الهبعا  الاوهاعاعي برهد،ت قاتطتيهة معةهدة تبرزهها  :المسؤوولية القانونيؤة 1.4
الدعبثه  مهن  ةاوة ك ا تيمة ذاتية التشغيل عالسهيارات دون سهائ (  والتليهز الخهطارزمي) مسؤولية ا ضرار

العدالههههههة ويعمهههههه  التمييههههههز )عههههههالتطظيف تو الةههههههروض(  واتتهههههههاك بيههههههانات تههههههدريب غههههههير متعطعههههههة لشهههههها يهههههههدد 
الهههبي يعيههه  تاسهههير الةهههرارات ك ") عهههبر جمهههع البيهههانات دون مطايةهههة مسهههتعيرة  واتعهههدام الشهههاايية الخصطوهههية

للملتههههط  الدطلههههد   شههههكالات الدلكيههههة الاكريههههة المجههههالات الحساسههههة عالةمهههها  والرعايههههة الصههههلية   ضههههاية   
(                                                                                     61)واضهههههههههههههههههههههههلة لدلكيتهههههههههههههههههههههههه تو مسهههههههههههههههههههههههؤولية اتتهاعهههههههههههههههههههههههه )تصطص/وهههههههههههههههههههههههطر( وغيهههههههههههههههههههههههاب تشهههههههههههههههههههههههر

تعزيههز التليههز والتمييههز  ةاوههة ك  يطاجههه الههبعا  الاوههاعاعي  شههكالية ةاههيرة ك  :التحيؤؤو والتمييؤؤو 2.4 
اهي الةمها   تيههر تدوات تةيهيث الدلههاشر ي ؛وعمليهات التطظيهف ا تيمهة الةمهائية المجهالات الحساسهة مثهل

 ك الهطلا،ت الدتلهدة( بريهزا ضهد ا قليهات العرقيهة  حيه  عشها  دراسهة COMPAS )مثل ةطارزميهة
ProPublica (2016)  تن العيههام وههعف الدتهمههى السههطد علهه  تنهههث "تعثههر ةاههطرة" بعسههبة ضههعف
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( تن 9168عشها  بذربهة تمهازون )يةهد  ك التطظيهف  تمها   البي  حتى ععد تسهاوي السهجلأت الإجراميهة
ةطارزمية التطظيف الخاوة  ا قلل  تةييث السير الباتيهة الهته تمهمع  علمهات مثهل "نادي تسهائي" تو اسهث 

  (66)جامعة تسائية  لشا يعكس بريزا جعدر، معهجيا
 آليات التعمل مع الذكاء الاصطناعي .5.

من الإجرا ات للتعامل مع لساشر الهبعا  الاوهاعاعي للأسهتاادة معهه و لللهد حدد الخبرا  التةعيطن لرمطعة 
 من ةاطرته من ةلأل الترعيز عل  العةاط التالية:

 :تنقية بيانات التدريب1.5
 .استبعاد البيانات التاريخية الدتليزة )مثل سجلأت التطظيف تو الةما  الدرتباة بععصرية تو بسييز جعدري-
  استلهدام بيانات اواعاعية متطازتة لسد الاجطات )مثال: تطليد سيعاريطهات ايتراضية متعطعة-

 :الشفافية والتدقيق المستمر2.5
 ( لكشف آلية ابزاذ الةرار )مثل: لداذا ري  متةدم للطظياة؟ (XAI) تابي  تةعيات تاسيرية-
 ( ةارجي دوري من هيئات مستةلة )عالتجربة ا وروبية ك مراجعة تتيمة الةما  ات  تدقي -

 :شراك العنصر البشري 3.5
جعهههل قهههرارات الهههبعا  الاوهههاعاعي "مشهههطرة مسهههاعدة" يةهههط )لا تعاهههب آليههها(  مهههع  لهههزام الةمهههاة ومسهههؤو  -

 .التطظيف بتةييث مبررافا
 .("لةماة تمريكا حطل "الإتصا  الخطارزمي تدريب الدلهتصى عل  رود التليز )عطرش عمل-

 :أطر تشريعية صارمة4.5
( الهبي يلهزم تتيمهة "التطظيهف تو الةمها " بالهص 9194عتطجيه الابراد ا وروبي للبعا  الاواعاعي )-

  (69)الالضياز قبل الترةيص
التطييهه  بههى قههدرافا واجههه تاههطير تتيمههة الههبعا  الاوههاعاعي برههد،ت عبههيرة ك    :حمايؤؤة اوصوصؤؤية 5.5.

 اللأئلههههة العامههههة لحمايههههة البيههههانات التلليليههههة ومتالبههههات اايههههة الخصطوههههية بدطجههههب لههههطائح وههههارمة مثههههل
(GDPR) مههن 22 ك الابرههاد ا وروبي  تشههترط الدههادة GDPR  حيههر الةههرارات اتليههة الدعتمههدة

د" )عالتطظيف تو الائتمان(  بيعمها حصر، عل  الدعالجة اتلية دون تدةل بشري ك ا مطر "الدؤثرة ك ا يرا
 مبههادئ "الحههد ا د  مههن البيههانات" و"الغههرض ا ههدد"  تعههد ةطارزميههات الههتعلث العميهه  5 تاههرض الدههادة

(Deep Learning)  من تعبر الدلهالاى لذب  الدبادئ؛  نها تعتمد عل  عميات هائلة مهن البيهانات
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طوههههية الدسههههتلهدمى لللهاههههر  عمهههها حههههدث ك الشلهصههههية وتسههههتلهلص تنماشهههها غههههير متطقعههههة قههههد تعههههرض ةص
 الههته عطقبهه  لاسههتلهدامها بيههانات وههلية دون مطايةههة وههريحة ويهه  9191عههام  "غطغههل ديدايعههد" حالههة

GDPR (61 ) 
يطاجههه ا مههن السههيبراني برههطلا جهبر، مههع وههعطد الههبعا  الاوههاعاعي  حيهه  تسههتلهدم   :ا مهن السههيبراني  1

يمههن ناحيههة  تسههتغل ةطارزميههات الههبعا   ؛تيمهها ثغههرات غههير مسههبطقةولكعههها تاههتح  تةعياتههه لتعزيههز الحمايههة
الههته برةههن بيههانات  (Adversarial Attacks) "الاوههاعاعي عههبر هجمههات "الخههداع التعايسههي

عما ك حالات ةداع سيارات الةيهادة الباتيهة بإشهارات   )ممللة ك تتيمة التعر  عل  الصطر تو الصطت 
لاتتلههال الذطيههة تو تلطيهه  بيههانات  (Deepfakes) "تزييههف العميهه تو عههبر تةعيههات "ال (مههرور مزياههة 

 .التدريب
عشهههههههههف التهديههههههههههدات  ك الدةابهههههههههل  تاهههههههههطر ا دوات الدياعيهههههههههة آليهههههههههات متةدمههههههههههة مثهههههههههل تتيمهههههههههة        
الهههته تروهههد الشهههبوذ ك الشهههبكات بتلليهههل تنمهههاط الدسهههتلهدمى   Darktrace عمعصهههة) السهههلطعية
تعرض العماذج لذجمات وهميهة تثعها  التاهطير لتعزيهز معاعتهها  عمها تشهمل الته  "التدريب التعايسي" وتةعيات

الههته تاههرض تةيههيث  (2023)  مههن الههبعا  الاوههاعاعي NIST الحلههطل تشههرا تشههريعية وههارمة عمعههايير
 .الدطجهة للأتيمة عالية الخاطرة (2024) الصرامة السيبراتية ا وروبية الدلهاشر قبل العشر  ولائلة

 Microsoft Counterfit تعهزز الشهاايية عهبر اةتبهارات الاةهتراق الإلزاميهة عمشهروعتةهيرا        
سهههباق    لشههها يحهههطل ا مهههن السهههيبراني   (ISO/IEC 27034) وتطثيههه  دورة حيهههاة البيهههانات ويههه 

 وعالههههة ا مههههن السههههيبراني ا وروبيههههة يتجههههدد مههههع عههههل تاههههطر للههههبعا  الاوههههاعاعي ويهههه  تةههههارير ديعههههاميكي
(ENISA) د الدو  للأتصالاتوالابرا(ITU) (64) . 

 

 خاتمة: .6
بسثل التشريعات الطشعية والدولية حجر الزاوية لممان استلهدام آمن وتةلأقي للبعا  الاواعاعي  ةاوة 

  يالتشريعات ا لية )مثل مع تعامي لساشر  عالتمييز الخطارزمي واتتهاك الخصطوية والتهديدات السيبراتية
ا وروبية( تلزم الداطرين بدعايير الشاايية  GDPRولائلة 2222قاتطن البعا  الاواعاعي الصي  

( "السباق لضط الةاع" عبر OECDوالدسا لة  بيعما بسعع ا شر الدولية )عإرشادات اليطتسكط ومعيمة 
الةطاتى باستمرار ييل تمرا حيط،  تيرا للتسارع  تطحيد الدبادئ ا ةلأقية عبر الحدود غير تن بردي  هب 
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التة  البي يتاطق عل  التشريعات الثابتة  ييهطر تةعيات جديدة مثل البعا  الاواعاعي التطليدي 
(ChatGPT عام )استدع  تعديلأ يطر، للطائح الخصطوية وا من ك توروبا وتمريكا  عما تن  2222

توقظ الحاجة لةطاتى رقابية ديعاميكية  عتعديلأت  Deepfakesتاطر هجمات "التزييف العمي " 
الته تضاي   2222ا مريكية سعة  NISTومعايير  2222قاتطن ا من السيبراني الصي  سعة 

 اةتبارات ماتعة للأتيمة ضد الذجمات الخادعة 
 الهوامش: .7
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