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 2جامعة محمد لمين دباغين ـ سطيف

 ماعيةالإنسانية والاجتكلية العلوم 

 قسم الفلسفة

 ى أخلاق العناية أو في الوجود المغايرملتق

 التقني والبيولوجي  تضافرالمحور التاسع : العناية في ظل 

 عنوان المداخلة : الذكاء الاصطناعي وأخلاق العناية 

 سعودي مفتاح د : 

 ملخص:

روع ف الفتهدف هذه الدراسة إلى التعرف، على ماهية الذكاء الاصطناعي، ومجالات تطبيقاته في مختل    

تمظهرات حد الالمعرفية، التي لها امتدادات بعلم الحاسوب، وبيان أهم التحديات الراهنة، التي تواجهه، كأ

ث لم حديثة. حيبة الة نوعية في مجال الحوسالمعاصرة في عالم المعلوماتية، التي غزت معظم العلوم التقنية، كنقل

اتية، ت المعلومتقنيايبق الذكاء الاصطناعي حبيس علم الحاسوب فقط، بل امتد إلى العلوم الأخرى، أينما ارتبط بال

جابة ، استعوّض ذكاء الإنسان في الكثير من الحالات، فكانت له إخفاقات ونجاحات، تطلبت معالجة منهجية

 ة بمرونة وسرعة عالية.للمتغيرات الراهن

 .ذكاء، صناعة، سلوك نشاط، علم الكلمات المفتاحية:

Abstract: 

       This study aims to identify the nature of artificial intelligence, and its 

applications in various branches of knowledge, which have extensions in computer 

science, and to clarify the most important current challenges facing it, as one of the 

contemporary manifestations in the world of informatics, which has invaded most 

technical sciences, as a qualitative leap in the field of computing. Where artificial 

intelligence did not remain confined to computer science only, but extended to other 

sciences, wherever it is associated with information technologies, it replaced human 

intelligence in many cases, and it had failures and successes, which required a 
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systematic treatment, in response to the current changes with flexibility and high 

speed. 

Keywords: Intelligence, industry, activity behavior, science. 

 

 : مقدمة

ا تحاكي يعد الذكاء الاصطناعي كسلوك أو كخصائص معينة تتصف بها البرامج الحاسوبية حيث تجعله      

لوظيفي او الأداء أنتاج القدرات الذهنية للعقل البشري في أنماط سلوكها وعملها، سواء تعلق الأمر بالتعلم أو الاست

الية تى المجالات، مما طرحت إشكالإنسان في ش برامج الذكاء الاصطناعي تنوب عن إذ أصبحت للسلوك.

 عبارة عن طناعيكانت برامج الذكاء الاص موجودا سلبيا، لكن لما تعويض الإنسان بالآلة، وأصبح فيها الإنسان

حمله تع من خوارزميات أعدت من قبل فإنها تفتقر إلى آلية التعاطف والشعور بالمسؤولية، ولن تجد الشرائ

ذكاء  قيام ميات أم العقل الذي صممها، لذلك يمكن أن نتساءل : هل يمكنالمسؤولية الأخلاقية هل الخوارز

ؤولية برامج الذكاء الاصطناعي مسهل يمكن أن يتحمل الشخص المصمم ل اصطناعي أخلاقي؟ وبعبارة أخرى

    الهفوات والأخطاء التي تقع فيها الآلة؟

 :  ـ تعريف الذكاء الاصطناعي 1

من أحدث علوم الحاسب الآلي، حيث يندرج ضمن  Artificial Intelligenceيعد الذكاء الاصطناعي      

الجيل الجديد من أجيال الحاسب الآلي، هدفه الأسمى هو محاكاة الحاسب الآلي لعمليات الذكاء التي يقوم بها 

بطريقة منطقية العقل البشري، بموجبها يتم اكتساب الحاسوب لقدرة عالية على حل المشكلات، واتخاذ القرارات 

 .علم الحاسوبوإذا كان الذكاء الاصطناعي هو فرع من  1منظمة ومرتبة، تضاهي طريقة تفكير العقل البشري،

ف الكثير من  ّ هو  والعميل الذكيالعملاء الأذكياء،  وتصميم دراسة الذكاء الاصطناعي، على أنه المؤلفاتتعُر 

لذلك كان  2.فريقه ويتخذ المواقف التي تزيد من فرصته في النجاح في تحقيق مهمته أو مهمة بيئتهيستوعب  نظام

فرع من عوم » تعريفه عند بعض المختصين في الذكاء الاصطناعي بقولهم : أن الذكاء الاصطناعي هو 

الحاسب الآلي، الذي يمكن بواسطته خلق وتصميم برامج الحاسبات التي تحاكي أسلوب الذكاء الإنساني، لكي 

                                         
 .15، ص2005، الدار المصرية اللبنانية، مصر، التعليم الإلكتروني عبر شبكة الانترنتمحمد الهادي، ـ  1
 . 23:42على الساعة  3202 نوفمبر15، تم الاطلاع عليه يوم   https://ar.wikipedia.org/wiki /الذكاء الاصطناعي ـ  2

https://ar.wikipedia.org/wiki/%D8%B9%D9%84%D9%85_%D8%A7%D9%84%D8%AD%D8%A7%D8%B3%D9%88%D8%A8
https://ar.wikipedia.org/wiki/%D8%B9%D9%84%D9%85_%D8%A7%D9%84%D8%AD%D8%A7%D8%B3%D9%88%D8%A8
https://ar.wikipedia.org/wiki/%D9%83%D8%AA%D8%A7%D8%A8
https://ar.wikipedia.org/wiki/%D9%83%D8%AA%D8%A7%D8%A8
https://ar.wikipedia.org/wiki/%D8%AF%D8%B1%D8%A7%D8%B3%D8%A9_(%D8%AA%D9%88%D8%B6%D9%8A%D8%AD)
https://ar.wikipedia.org/wiki/%D8%AF%D8%B1%D8%A7%D8%B3%D8%A9_(%D8%AA%D9%88%D8%B6%D9%8A%D8%AD)
https://ar.wikipedia.org/wiki/%D8%AA%D8%B5%D9%85%D9%8A%D9%85
https://ar.wikipedia.org/wiki/%D8%AA%D8%B5%D9%85%D9%8A%D9%85
https://ar.wikipedia.org/wiki/%D8%B9%D9%85%D9%8A%D9%84_%D8%B0%D9%83%D9%8A
https://ar.wikipedia.org/wiki/%D8%B9%D9%85%D9%8A%D9%84_%D8%B0%D9%83%D9%8A
https://ar.wikipedia.org/wiki/%D9%86%D8%B8%D8%A7%D9%85_(%D8%AA%D9%88%D8%B6%D9%8A%D8%AD)
https://ar.wikipedia.org/wiki/%D8%A8%D9%8A%D8%A6%D8%A9
https://ar.wikipedia.org/wiki/%D8%A8%D9%8A%D8%A6%D8%A9
https://ar.wikipedia.org/wiki
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الإنسان، والتي تتطلب التفكير والتفهم والسمع والتحدث يتمكن الحاسب الآلي من أداء بعض المهام بدلا من 

 3«والحركة بأسلوب منطقي ومنظم.

من حيث إطلاق المصطلح، فهو  Artificial Intelligenceإذا نظرنا إلى مصطلح الذكّاء الاصطناعي        

ثمانية  أثناء جلسات عمل دامت 1956فيصيف عام   John McCarthyيرجع إلى الأمريكي جون ماكارثي

بالولايات المتحّدة الأمريكية. غير أنّ مصطلح الذكّاء الاصطناعي ككثير من   Dartmouthأسابيع في دارتموث

المصطلحات، على شيوع وكثرة تداولها، لا نجد لها تعريفاً جامعاً مانعاً يحظى بالإجماع أو حتى شبه إجماع، 

و أضفنا النّقاش الفلسفي تعقّدت المسألة أكثر، حيث لا يرى حتىّ عند رواده وصانعيه ومبدعيه، والمنشغلين به. ول

بعض الفلاسفة والمفكّرين مشروعيّة المصطلح، فعبارة الذكّاء الاصطناعي متناقضة عندهم ولا يصحّ إطلاقها، 

لهذا فالذكّاء صفة للصّانع ولا تصحّ للمصنوع. ومع هذا، وكبداية لبحث هذا المجال الجدلي، لا بدّ لنا من حدهّ، و

الذكّاء الصّناعي هو تكنولوجيا قادرة على إعطاء نتائج مماثلة لما »نكتفي ببعض التعّريفات التي تقرّبنا منه. 

 44«ينتجه الدمّاغ البشري

بناء برامج إعلام  » بأنّه : Marvin   Minsky (1927-2016) كما يعرّفه أحد رواده مارفين مينسكي          

ي إلى حدّ الآن منجزة بشكل مرضٍ من طرف الكائنات البشريّة، لأنّها تتطلبّ عمليات آلي التي تؤديّ مهمّات ه

 5«.ذهنيّة من مستوى عال كالتعّلّم الإدراكي و تنظيم الذاّكرة، والاستدلال النقّدي

لذلك  6فالذكاء الاصطناعي فرع من فروع علوم الحاسب الآلي، يرتكز على فكرتي الاستقراء والاستدلال.       

نجد أن الذكاء الاصطناعي من بين أهدافه فهم طبيعة الذكاء الإنساني، وذلك بوضع برنامج للحاسب الآلي، تكون 

هذه البرامج قادرة على تقليد ومحاكاة السلوك الإنساني المتميز بالذكاء. ويقصد من هذا كله، إعطاء للحاسب قدرة 

ا، بناءا على وصف لهذا الموقف . حيث أن هذا البرنامج نفسه على حل المسائل أو اتخاذ القرارات حيال موقف م

بإمكانه إيجاد الطريقة التي يجب إتباعها أثناء حل مسألة من المسائل، أو التوصل إلى قرار من القرارات بالعودة 

ل هذه ومن خلا 7.اعتمد عليها في وضع هذا البرنامجإلى عديد العمليات الاستدلالية المختلفة والمتنوعة التي 

النظرة الشاملة على الذكاء الاصطناعي، يمكن أن نورد جملة التعاريف المختلفة التي أعطيت للذكاء 

 الاصطناعي، نذكر منها ما يلي : 

                                         
 .23، ص2011جعفر الصادق، بغداد،  الإمامجامعة   إصدارات، الذكاء الاصطناعي والشبكات العصبيةمحمد الشرفاوي، ـ  3

4 - Boris Barraud, L’intelligence de l’intelligence artificielle, (Paris: L’Harmattan, s é, 2019), p. 17. 

5-  Ibid………..P18 . 

6
، مجلة تكنولوجيا التعليم، أثر بناء نظام خبير على شبكة الويب للطلاب المعلمين لتنمية مهارات حل المشكلات والقدرة على اتخاذ القرارابراهيم أسامة، ـ  

 . 34،  ص 2015، 25مصر، العدد 

 . 11، ص 1993ترجمة: علي صبري فرغلي، سلسلة عالم المعرفة ، أفريل ، الذكاء الاصطناعي واقعه ومستقبلهآلان بونيه، ـ  7
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ـ يعرف الذكاء الاصطناعي على أنه مجال من مجالات الدراسة في علم الحاسب، الذي ينصب اهتمامه  على 1

ع القيام بعمليات شبيهة بعمليات التفكير الإنساني، كالاستنتاج والتعلم تطوير الآلة التي من شأنها أن تستطي

  8والتصحيح الذاتي.

ـ الذكاء الاصطناعي فرع من علم الحاسب، يبحث في فهم وتطبيق تكنولوجيا تعتمد على محاكاة الحاسب  2

 9لصفات ذكاء الإنسان .

نظم قادرة على حل المشاكل بطرق سهلة،  و التفسير  ـ الذكاء الاصطناعي أو الآلة الذكية، يهتم بتصميم وخلق 3

  10المنطقي للأشياء، والتعلم للمهارات الجديدة.

ـ الذكاء الاصطناعي هو قدرة جهاز الحاسب على أداء مجموعة من الوظائف تعرف عادة بالذكاء  4

  11الاصطناعي.

وفي خضم هذه التعريفات ككل يمكن القول أن الذكاء الاصطناعي هو العلم الذي تفرع عن علوم الحاسب     

الآلي، الذي حمل على عاتقه محاكاة الذكاء الإنساني، في سرعة فهمه ومهارته في أداء الأفعال، تجسدت في 

 12إعداد برامج وأجهزة، يمكن أن تقوم بعمل يحل محل الذكاء الإنساني.

 مصطلح يطلق على علم من أحدث علوم الحاسب الآلي،AI.الذكاء ا  لاصطناعي: اختصاره      

مليات ع اكاةوينتمي هذا العلم إلى الجيل الحديث من أجيال الحاسب الآلي، ويهدف إلى أن يقوم الحاسب بمح

قرارات اذ الواتخ لات،الذكاء التي تتم داخل العقل البشري، بحيث تصبح لدى الحاسوب المقدرة على حل المشك

 .بأسلوب منطقي، ومرتب، بطريقة تفكير العقل البشري ذاته

 هو أحد علوم الحاسب الآلي الحديثة، التي تبحث عن أساليب متطورة لبرمجته للقيام بأعمال،

 أولا في واستنتاجات تشابه ولو في حدود ضيقة. تلك الأساليب التي تنسب لذكاء الإنسان، فهو بذلك علم يبحث

هذا العلم لا  محاكاة بعض خواصه. وهنا، يجب توضيح أن ثمةنساني وتحديد أبعاده ، ومن تعريف الذكاء الإ

هي من صنع  يهدف إلى مقارنة أو مشابهة العقل البشري، الذي خلقه الله جلت قدرته وعظمته بالآلة التي

                                         
  . 21، ص 1986، مؤسسة الأبحاث اللغوية، وبستر نيوورلد، قبرص ، معجم مصطلحات الكمبيوترـ  8

9
 - Hammad , Alom , E- Encyclopedia of Computerterms , English – Arabic , verginia , American  

GlobalPublishing , 1994 . P 40– 41. 
10 - C Interduction To Artificial Intelligence , California, Addison Wesley , 1985, P6.  

  .  35، ص  1988، عربي ـ إنجليزي ، دار المريخ ، الرياض ،  المعجم الشارح لمصطلحات الكومبيوترمحمد محمد الهادي ، ـ  11
 . 21، ص  2000، القاهرة ،  1، المكتبة الأكاديمية، طالذكاء الاصطناعي والنظم الخبيرة في المكتباتزين عبد الهادي ، ـ  12
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العقل البشري في أثناء  المعقدة، التي يقوم بهاة هذا العلم الجديد إلى فهم العمليات الذهنيالمخلوق، بل يهدف 

عمليات محاسبية تزيد من قدرة  ة إلى ما يوازيها منة ترجمة هذه العمليات الذهنيممارسته )التفكير(، ومن ثم

  13الحاسب على حل المشاكل المعقدة.

 ـ مفهوم الذكاء الإنساني  2

تفكير عرفة و الل الم تعالى وكرمه بالعقل، الذي هو سبيإذا كان الإنسان هو الكائن الوحيد الذي خلقه الله      

درة و تلك القاني هالمنطقي، وما الذكاء الإنساني إلا واحد من تجليات العقل المنطقي، لذا يعتبر الذكاء الإنس

شارات رموز والإام الالمتناهية على التفكير المجرد، الذي يعتمد اعتمادا كليا على المفاهيم الكلية، وعلى استخد

 لمنطقي . كير االلغوية والثوابت والمتغيرات العددية ، كما أنه كذلك يعد القدرة على التصرف الهادف والتف

تخدام كلات، باسللمش كما أن الذكاء الإنساني هو أيضا القدرة والمهارة على وضع وإيجاد الحلول المختلفة        

معارف وومات الرموز وطرق البحث المختلفة للمشكلات والقدرة على استخدام الخبرة المكتسبة في اشتقاق معل

 لآلي بأنهاحاسب فإذا عرفنا الذكاء الاصطناعي لل جديدة، تؤدي إلى وضع الحلول لمشاكل معينة في مجال معين .

لعلاقات المجال معين من مجالات الحياة، وتحديد   Computer Models القدرة على تمثيل نماذج محاسبية 

لال ذلك خف من الأساسية بين العناصر المكونة له، للوصل إلى ردود الأفعال التي تتناسب وهذه المواقف، لنق

مكن من ، للتتين هما: النقطة الأولى وتتمثل في تمثيل نموذج محاسبي لمجال من المجالاتعلى نقطتين أساسي

 سنى للعقلى ليتاسترجاعه وتطويره، أما النقطة الثانية فتتجلى في مقارنة هذا المجال المحاسبي بمجالات أخر

لة ح للآلمي الذي سمحتى أضحى الذكاء الاصطناعي هو وجه من أوجه التطور العالمقارنة والاستنتاجات . 

 لذاتية .ارمجة القيام بأعمال تقع ضمن نطاق الذكاء البشري، كآلات التعليم والمنطق والتصحيح الذاتي، والب

 ـ الذكاء الاصطناعي الأخلاقي:  3

 ethice إن الحديث عن الذكاء الاصطناعي يقودنا في بداية الأمر إلى فلسفة الأخلاقيات، أو ما يعرف بـ     

التي تعني باليونانية العادة أو التقليد أو العرف أو الطابع،  ethos ة الانجليزية، والتي هي مشتقة من كلمة باللغ

التحول المنهجي لمفهوم السلوكات الصحيحة أو الخاطئة والدفاع  »وهي فرع من فروع الفلسفة، حيث تتضمن 

  14«والاقتراح 

                                         
 .21، الرياض ،  ص 2002،  1. ) الرياض ، مكتبة بن سينا للنشر والتوزيع ، ط لغة لوجوالحسيني ، أسامة : ـ  13

 
14 - Ethics, Britannica, https://www.britannica.com/topic/ethics-philosophy. Ac -  cessed:  15November 2023. 
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لخيّر اسلوك إن مجال فلسفة الأخلاق ينحصر أساسا في تقويم السلوك من حيث معياري الخير والشر أو ال    

لاقي. إن ير أخوالسلوك الشرير، من الناحية الأخلاقية. وبذلك يمكن الحكم على السلوك على أنه أخلاقي أو غ

 طبيعةلة في تفاعلات الناس مع الالأخلاقيات في عرف الفلسفة هي انعكاس للحرية والمسؤولية والعدا

 .والأشخاص الآخرين، إذ ترتكز هذه المعاملة بشكل عام على العلاقة بين الناس والعالم المحيط

لقد تميزت خوارزميات الذكاء الاصطناعي الحالية، بجودة عالية في الأداء ، حيث تتميز بالأداء العالي الذي      

مبرمجة بشكل خاص، في مجال محدد واحد فقط لا غير. وهو يوازي الأداء الإنساني، أو يتفوق عليه بكفاءة 

كرامة  حفظ كاء الاصطناعي بقدرتها علىظمة الذعملية البرمجة التي تحدد معالم السلوك المؤدى. وتوصف أن

، وهو ما يوحي لنا بذكاء اصطناعي أخلاقي مادام أنه الأشكالبالبشر، بأي شكل من  الإضراروعدم  الإنسان

، وهو ما يندرج ضمن منظومة أخلاقينستطيع القول بأنه ذكاء اصطناعي  إذ، الإنسانيةيحترم الكرامة 

والذكاء الاصطناعي الذي توضع على عاتقه عملية الالتزام بالمبادئ  موضوعها.الأخلاقيات التطبيقية، من حيث 

مثل الحقوق الفردية والخصوصية وعدم التمييز  الأساسيةالمحددة جيدا، فيما يتعلق بالقيم  الأخلاقيةالتوجيهية 

 15وعدم التلاعب.

هي  يجب أن تتوفر في الآلة، أو ، جملة القيم والأخلاق التين المقصود بأخلاقيات الذكاء الاصطناعيإ    

منظومة تقنيات ومبادئ أخلاقية، تهدف إلى الإعلام بالتطوير والاستخدام المسؤول لتكنولوجيا الذكاء 

 الأخلاقيةللاعتبارات  الأولوية إعطاء، هو الأخلاقيمن الذكاء الاصطناعي  الأسمىإن الهدف  16الاصطناعي .

عاتق المؤسسات التي  علىالمتعلقة بالاستخدامات المشروعة والغير مشروعة للذكاء الاصطناعي ، إذ تقع 

تستخدم الذكاء الاصطناعي، والامتثال لكل القواعد الاتيقية المنصوص عليها في التشريعات العرفية أو القانونية 

امج التي تسير بمقتضاها ربوتات الذكاء على حد سواء، إذ تقع كل المسؤولية على عاتق مستخدم هذه البر

كل هذه العمليات يطلق عليها الاستخدام المسؤول للذكاء الاصطناعي، وهو ما يتطلب توفر  الاصطناعي.

  17المتطلبات الأخلاقية والمعايير التقنية، وأفضل الممارسات المطلوبة لتحقيق ذلك.

ن ير الذي يجعل الإنسان إنسانا، لألب منا الكثير من التفكلقد كان الاستخدام المسؤول للذكاء الاصطناعي يتط   

ويجعلها  الأخلاقيةهو الذي يطور هذه المبادئ  الإنسان، لأن الإنسانيةوفهم حالة  الأخلاقالسر في ذلك هو فهم 

لتي ا والأخلاقمعيارا لسلوكه في الحياة العملية. حيث تطلب ضمان نسق أخلاقي للذكاء الاصطناعي مماثلا للقيم 

                                         
15 - Ethical AI, Glossary, https://c3.ai/glossary/artificial intelligence/ethical ai/Accessed: 12 November 2023. 

16 - George Lawton, “AI Ethics (AI Code of  Ethics)”, TechTarget,  https://www. techtarget.com/whatis/definition/AI  

code  of et %20hics  Accessed:  14 november2023. 

17 - Jobin. A. vd.,  “The  Global  Landscape  of  AI  Ethics  Guidelines”, Nat Match In tell 1, (2019)  P. 389. 

https://c3.ai/glossary/artificial
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والآلة هو أنه لا يوجد حاليا أي نظام اصطناعي يملك ميزة  الإنسان، لكن يبقى الفارق بين الإنسانيتمتع بها 

ليست لها علاقة بما يملكه الذكاء  بالإنسانصرفة، فهذه الميزة الخاصة  إنسانيةالتعاطف التي هي ميزة 

نجاحا منذ مدة معينة ، وذلك لأن الذكاء ءة الإنسان، وحقق فيها الاصطناعي من كفاءة حسابية تفوق كفا

 18الاصطناعي والإنسان لا ينتميان إلى فئة واحدة.

 ـ أهمية الأخلاق في الذكاء الاصطناعي :  4

الأخلاق  و أهميةهإن من بين الاهتمامات التي تشغل بال العلماء والمفكرين والمهتمين بالذكاء الاصطناعي،    

سم و القهللذكاء الاصطناعي، وأبرزها إمكانية صبغ الآلة بالبعد الأخلاقي من خلال عنصر الذكاء الذي 

نهاية  نا فيهن الإنسان، حتى يتسنى لالمشترك بين الإنسان والآلة، إذ أصبح الذكاء نسخة طبق الأصل عن ذ

 المطاف طرح بعض الأسئلة من بينها :  

 ـ  من يتحمل المسؤولية عندما يكون هناك خطأ في نظام مزود بالذكاء الاصطناعي؟ 

 ـ هل نلقي اللوم على الذكاء الاصطناعي في حالة تحقيق نتائج سلبية؟

تقرر هي س طناعي في عملية صنع القرار لدى البشر، أمباختصار هل سيجري تضمين أنظمة الذكاء الاص      

إن  شرية.غير ب لموجودات آليةبدلا عن البشر أم ستعد بنى هجينة؟  كل هذا يتطلب من تحليلا أخلاقيا دقيقا، 

 يتميز به لى ماإالعناصر التي تسير بنظام خوارزمي مثل الذكاء الاصطناعي، أو الأنظمة ذاتية التشغيل تفتقر 

رة مة مشفمن القدرة على التعاطف، والقدرة على التمييز بين ماهو صحيح وماهو خاطئ، فهذه الأنظالبشر 

وم به ا تق. ومبملصقات مكتوب عليها صحيح أو خاطئ، وهذا ما يصحبه في الكثير من الحالات ثغرات أخلاقية

ى عل ادهاالتشغيل باعتمالتي تتخذ بعض القرارات والمبادئ الأخلاقية على الأنظمة ذاتية بعض الشركات 

ي تقوم الت متهاأنظفي  أخلاقيةتعتمد معايير خوارزميات مسبقة. وعليه يمكن القول أن بعض شركات التكنولوجيا 

 على الذكاء الاصطناعي من أجل تفادي الفوضى التكنولوجية.

ة للقانون العام، حيث غير أن المسألة التي تبقى مطروحة هي من يتحمل المسائل الأخلاقية إذا كانت مخالف   

وفي  19.«كلما زادت حرية الماكنات تفاقمت الحاجة إلى المعايير الأخلاقية »يقول روزاليند بيكار في هذا الصدد:

ذلك قاعدة أخلاقية تفرض على الشركات المستخدمة لآلية الذكاء الاصطناعي، بوضع ترتيبات قانونية تحدد 

الاصطناعي، وتحمل مسؤولية ذلك أمام القانون، حتى يكون هناك تكاملا بين القيم الاستخدام الغير أخلاقي للذكاء 

                                         
18 - Stahl,  Bernd Carsten , “Ethical Issues  of  AI”, Artificial Intelegence for a Better Future, (2021), P. 36. 

19-  Picard,   Rosalind,   Affective   Computing,   Cambridge,  MA  and   London:   MIT   

Press: 1997.P 19. 
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الأخلاقية والذكاء الاصطناعي. أما بوستروم فيرى بأنه ليس في أهمية تطوير خوارزميات الذكاء الاصطناعي 

حيث تقاس  20ابة.القوية القابلة للقياس، بقدر ما تكمن الأهمية القصوى في تطوير خوارزميات تكون شفافة للرق

أخلاق الروبوتات بأخلاق واضع خوارزمياتها. لذا يمكن القول بإمكانية مساءلتها، ومنه تحمل كامل  المسؤولية 

في أي خروقات أخلاقية ، وهذا ما يتيح بتوفير أوساط آمنة وموثوق بها. وعلى حد تعبير اندرسون أن الروبوتات 

رارات الأخلاقية الصحيحة بمفردها بعد برمجتها ، وفي ذلك يتطلب منا المستقلة ذاتية التشغيل يمكن أن تتخذ الق

غير أن هذا الوثوق يبقى صعبا لأنه قد يتسبب الذكاء الاصطناعي الأخلاقي  21إنشاء أخلاقيات لتلك الروبوتات.

  في حدوث مواقف سلبية غير مرغوب فيها، ولا يمكن التنبؤ بها مسبقا.

   : ذكاء الاصطناعيـ المخاوف الأخلاقية حول ال 5

لق الق ىة إللبشريإن الانتشار الرهيب لاستخدامات الذكاء الاصطناعي في الحياة اليومية للإنسان، يدفع با    

ة ود البشريقد تقالمتزايد بخصوص التهديدات التي قد تنجر على الاستخدامات الغير لائقة للذكاء الاصطناعي، و

فادي فكير في تن التآثار غير أخلاقية تضر بقيم الإنسان الأخلاقية، غير أ نحو استخدامات سلبية، قد تنجم عليها

الذكاء  برامجهذه الجوانب السليبة لتطبيقات الذكاء الاصطناعي الغرض منها هو مراجعة سلوكيات المستخدم ل

اء ميات الذكرزواني لخالاصطناعي، وما يدور في ذهنه من معرفة للنوايا المبيتة من وراء الاستخدام الغير عقلا

عها متعامل بتحديد بعض التحديات الأخلاقية الرئيسة، التي يجب أن نالاصطناعي. ومن خلال ذلك قام ستال 

قية يا الأخلاالقضابعناية في مجال الذكاء الاصطناعي، وذلك لما أفرزته دراسة دلفي التي قام بها، والموسومة ب

سعة تايا الأخلاقية، وقام بترتيبها حيث ضمنها في للذكاء الاصطناعي، حيث قام بجمع عينة من القض

 ( فئة تمثلت فيما يلي : 39وثلاثون)

 التأثير السلبي في نظام العدالة 21 تكلفة الابتكار 1

 التأثير السلبي في الديمقراطية  22 لحق بالسلامة الجسديةي الضرر الذي 2

 ارتكاب الجريمة والاستخدام الخبيثاحتمالية  23 الخدمات العامة إلىالوصول  إلىالافتقار  3

 فقدان الحرية والاستقلالية الفردية 24 الثقة إلىالافتقار  4

 ملكية البيانات المثيرة للجدل 25 يقظة الذكاء الاصطناعي 5

 تقليل الاتصال البشري 26 المشكلات الأمنية 6

والأنظمة مشكلات التحكم في البيانات  27 نقص البيانات ذات جودة عالية 7

                                         
20 - Bostrom Yudkowsky,  “The  Ethics  of  Artificial  Intelligence”,  P.  919. 

21 Anderson,  Michael, Machine  Ethics.  Cambridge:  Cambridge  University  Press,  

2011.  P. 1. 
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 الافتقار إلى دقة التوصيات غير الفردية 29 غياب انسجام القوة 9

 تركيز القوة الاقتصادية 30 التأثير السلبي في الصحة 10

في سلسلة  الأساسية الإنسانانتهاك حقوق  31 مشكلات التكامل 11

 التوريد

انتهاك حقوق الإنسان الأساسية للمستخدمين  32 الدقة في البيانات نقص 12

 النهائيين

 عةالآثار السلبية غير المرغوب فيها وغير المتوق 33 الافتقار إلى السرية 13

 إعطاء الأولوية للمشكلات الخاطئة 34 نقص الشفافية 14

 الحساسةالتأثير السلبي في الفئات  35 قابلية الاستخدام العسكري 15
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وحرية الافتقار إلى الوصول إلى المعلومات  39 علاقات القوة غير المتكافئة 19

 المعلومات

   إساءة الاستخدام للبيانات الشخصية 20

 22يجب أن يراعى فيها تحقق الذكاء الاصطناعي.التي وضعا ستال كل هذه الفئات   

إن هذه المخاوف ككل على الرغم من كثرتها وتعددها ، لكن الأخطر من ذلك هي المخاوف المتعلقة    

فالخصوصية في ضوء بالخصوصية وحماية البيانات، غير أن الخصوصية وحماية البيانات أمران مختلفان، 

ن سبل حماية خصوصية أخلاقيات الذكاء الاصطناعي هي خصوصية المعلومات. إذ أن حماية البيانات سبيلا م

لأن الخصوصية والرقابة في عالم الذكاء الاصطناعي ترتبط ارتباطا وثيقا بالقضايا الأخلاقية. فقد  23المعلومات،

أصبح الذكاء الاصطناعي يراقب سلوكات الناس، هو انتهاك لخصوصياتهم، فقد خلف هذا الفعل موجة من 

د تكون جانبا أمنيا مثلما هو الحال في البرامج التي توضع في السخط والتذمر على الرغم من أن هذه المراقبة ق

المطارات والملاعب والساحات العمومية، من أجل ضمان الأمن للأشخاص والمؤسسات، كتقنية التعرف على 

                                         
22 Stahl, Bernd Carsten, “Ethical Issues of AI”,  Artificial  Intelligence  for  a Better Future, (2021):PP 36- 39 

23 - Ibid………PP39-40.. 
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أخرى يمكن اعتبار هذه البرامج تجسس على حياة الناس الوجه والبصمة وغيرها من البرامج .... لكن من ناحية 

وهو سلوك يخالف القواعد الاتيقية، كما أن هناك أغراض خبيثة لاستخدام الذكاء الاصطناعي، كما هو  الخاصة،

الحال في التضليل الإعلامي والصور المزيفة، حيث يكون الذكاء الاصطناعي مخصصا لخدمة مصالح فئة 

مسألة الأخلاق . وهذا ما طرح الإعلاميمعينة، وهو ما يؤدي في أغلب الحالات إلى الابتزاز والدعاية والتضليل 

في الذكاء الاصطناعي، فإذا كانت برامج الذكاء الاصطناعي غير مسؤولة فإن الأشخاص الذين يصممونه 

 ويبرمجونه ويستخدمونه يجب أن يكونوا مسؤولين.

 :  الخاتمة

ي مختلف فلات تحو إن التطور الهائل الذي بلغته أنظمة الذكاء الاصطناعي والأنظمة الخبيرة، أخذت تحدث    

وضوعات ن الممجوانب الحياة الإنسانية، وما أخلاقيات الذكاء الاصطناعي إلا واحدة منها، حيث أضحت واحدة 

تقليدية ية الالاتيقية التي طرحت على ساحة التكنولوجيا مما أدت إلى ضرورة التشكيك في مفاهيمنا الأخلاق

سان ة من الإنسؤوليعلى مخالفتها، غير أن الوقت الراهن نقل الم وإعادة تعريفها، التي كان الإنسان وحده يحاسب

 . إلى الآلة

تأثير ، لكن ال قنياتفعلى الرغم من تميز الذكاء الاصطناعي ببنية حيادية شأنه في ذلك شأن بقية العلوم والت    

 قية التيلأخلايارات االتدميري أو الإنشائي للذكاء الاصطناعي على حياة الأفراد والمجتمعات يتوقف على الخ

امج ستخدام بربية لاومهما كانت الآثار ايجا  يتبناها الفرد المصمم عند تصميمه أو استخدامه للذكاء الاصطناعي.

انعدام وب الجور بسب للإنسانتقديم حياة سعيدة  بإمكانه، لكن ليس الإنسانالذكاء الاصطناعي، الذي يسهل حياة 

   عند تصميم أنظمة الذكاء الاصطناعي .العدل، يجب التفكير في القيم 

 المراجع   
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 ديباجة الملتقى 

عدُ                       
ُ
تي العناية نظرية أخلاق ت

ّ
 عقود، بضعة عمرها يتعدى لا أو الرّعاية، وال

ة، نظرية
ّ
تي المشكلات مع للتّعامل مهمّة ومقاربة مستقل

ّ
 العالمي المستويين على نواجهها ال

،  العلاقات مستوى  وعلى والسّياس ي،
ً
خصية أيضا

ّ
تيالش

ّ
ى فيها وال

ّ
 أوضح في العناية تتجل

 
ً
سائي التّقليد من صورها، وقد تطوّرت تاريخيا ِّ

ّ
ل الن

ّ
 في المهمّشين بالأعضاء الاعتراف في المتمث

المجتمع من مختلف الشرائح، لترتبط بمقتض ى ذلك بالفئات الاجتماعيّة الهشة حيث 

يارية تدور حول ما يجعل نظرت إليهم نظرة عناية وتعاطف، وهي بذلك نظرية أخلاقية مع

ل الأفعال صحيحة أو خاطئة من النّاحية الأخلاقيّة
ّ
في نظرها  الصّحيح بالش يء القيام ليتمث

  العالم جعل على العمل في
ً
ذين أو المستضعفين لأولئك أفضل مكانا

ّ
 /و استبعادهم جرى  ال

 السّلبية ةالفكر  مجرّد من أكثر الأخلاقي المستوى  على التّصرف، وليصبح تهميشهم أو

سبب عدم" في المتمثلة
ّ
 ."ضرر  أي في الت

ولعلّ الدّاعي الأساس ي في ضرورة بعثها وتفعيلها في الواقع المعيش بغية توجيه حياة     

البشر، أنّ الأخلاق التّقليدية أضحت عاجزة عن مواكبة التّطور الحاصل في مجالات 

تي تبشر بها ما بعد الإنسانيّة مثل وتضافرها مع عديد التّقنيات الأخرى ا البيوتكولوجيا
ّ
ل

كاء الاصطناعي والمعلوماتية المعروفة  بالتّقنيات المتقاربة )
ّ
تي NBCIتقنيات النانو والذ

ّ
(، وال

ر بالإنسان الآلي أو السايبورغ، مما يحيلنا على الانتقال في مجال الطبّ من الجانب 
ّ
تبش

نا نتنبأ من وراء هذا المسعى العلاجي إلى الجانب التّحسيني والتّعزيزي والتّ 
ّ
طويري، وكأن

.
ً
 بإنسانٍ متفوّق  مُتجاوَز تقنيا

ذي نطمح    
ّ
ضمن هذا السّياق العام، تندرج أخلاق العناية موضوع هذا الملتقى الدولي ال

تي ناقشت الموضوع، ليجمع بذلك بين نظرة الفيلسوف 
ّ
أن يتناول مختلف المقاربات ال

ون والطبيب والمربّي ورجل الد
ُ
ين وعالم النّفس والاجتماع ورجل القانون وغيرهم، فيك

يين ودوليين قصد ملتقى جامع  
ّ
بعث فضاء لمناقشة مفهوم العناية لمختصّين وخبراء محل

وتبادل المعارف والخبرات، وأن يكون مجمعا تلتقي من خلاله كفاءات عربية ودولية من 

 أخلاقيات في هذا السّياق فإنّ  خاص، أجل الارتقاء بالفلسفة في بلداننا العربية بشكل

ل الرّعاية
ّ
  وتبيّن بالعلاقات، المرتبطة الأخلاقيات تشك

ّ
  أن

 
 والمساواة العدالة مثل قيما

 بالآخر  والهتمام والثقة العناية مثل قيم مع تتسق، بل تتعارض، ل  الفردية والحقوق 

 .والتعاضد والإيثار والغيرية

 إشكالية الملتقى

        سررالالي والإشرركالياي ا خذقيررة  نررروم
ّ
مررخ خررذا هررتا الملتقررى إ ررل إمررارة جملررة مررخ الت

ترررن تنررردرم مرررو ورررميم الوجرررود الإ سرررا ب باةتبارهرررا تررررتبر بليررراة الفررررد مرررو م تلررر  مرا لررر  
ّ
ال

مررا المقدررود بررلخذق العنايررة والرةايررة مررو مف،ومرر  الوا ررع ، ومررا  العمريررة، وكلرر  مررخ قبيررل 

تن تطال،ا 
ّ
كي  نجعل منها مقافة مجتمعية وممار ة يومية  ومرا هرو السر يل   هو الفئاي ال

لخلق فضاءٍ ةلمن و واري موضرويو وععراو ب يعيرد للفئراي ال،يرة مرو مجتمعاتنرا  عضرا مرخ 

هررررررررو أ رررررررئلة وأخرررررررررم  ررررررريتناول،ا بالنقررررررررا   مجموةرررررررة مررررررررخ  ، قوق،رررررررا الإ سررررررررانية المسرررررررلو ة 

 دداي.
ّ
 البا ثين مخ جميع الت

      

 

  

 
 وزارة التعليم العا و والبلث العلمن

 2ملمد لمين دباغين  طي جامعة 

 

 الجتماةيةو   سانيةكلية العلوم الإ

 قسم الفلسفة

 ــم:تنظـــــ

  ا وا مو ا خذق التطبيقية وطننالملتقى ال

 افتراض ن( – ضوري   )هجين

  سطي  2023 ديسمبر مخ ش،ر  06و 05أيام 

 

 

 

 

 باليراكة مع 

تطوير الخطاب الفلسفب والتنمية الثقافية والجتماةية مو م بر    -

 (2ملمد لمين دباغين  طي  جامعة-قسم الفلسفة)، الجزائر

 
 تقنية التلاضر ةخ  عدم  ضوري مع ا ت دا

 Google Meet       قوقل ميت                   مندة 

       

 

 ظاهرة العلمية أهداف الت

 يهدف هتا الملتقى إ ل ما يلو 

تي يقوم ةلل الةتماد المتبادا بين جميع ال ير مخ منظور  -1
ّ
اقعٍ ال ف،م الو

عاون بين ا فراد مخ ج،ة، 
ّ
ا و الةتراف بضرورة المياركة والت

ّ
ععاو ب، و الت

 و ينهم و ين بيئتهم مخ ج،ة مانية.

و الطبيعة ال يرية مو أشكال  الةتراف بالضع  المتلوّل مو الحياة وم -2

أزماي وغيرها(، و ضرورة  -شي وخة -مرض -ومرا ل  المختلفة )طفولة

 وممار ة يومية.
 
  عث مف،وم الرّةاية باةتبارها  لوكا

ععزيز دائرة العذقاي الجتماةية وتو يع،ا لتتلوّا قيم العناية  -3

ا و خلق
ّ
ضامخ إ ل مقافة تتغلغل مو وميم اليومب و الت

ّ
قناةة بالعيش  والت

 الميترك ومو جميع الظروف. 

 الملتقى ملاور 

 مو معنى العناية والمفاهيم المجاورة.    ا وا المحور  -

لرعاية ،امفهوم العناية، الشيخوخة، الهشاشة، الرعاية التلطيفية.-

 الرعاية والكرامة...، والاعتراف

 .مخ ا خذق النظرية إ ل أخذق العناية المحور الثا ب   -

  أخذقياي الرةاية والنسوية.  لثالمحور الثا - 

 الفلسفة وأخذق العناية.  را عالمحور ال -

 أخلاق العناية والواجب...، أخلاق العناية والفضيلة -

 المجتمع والقانون وأخذق العناية. المحور الخامس  -

العناية والبيئة، الليبرالية وأخلاق  الصحة وحقوق الإنسان/المريض، -

 لعناية...ا

 ةلم النفس وأخذق العناية.   سادسالمحور ال - 

 التربية والعناية..الشيخوخة وتجربة الألم، تجربة المرض،  -

 الدياناي وأخذق العناية.  المحور السا ع  -  

أخلالالالالاق العنايلالالالاة فلالالالاي الثقافلالالالاة العربيلالالالاة الإسلالالالالامية، الطلالالالاب الروحلالالالااني والكملالالالاال  -

 
ً
فلالالالالالالاي الممارسلالالالالالالاة الصلالالالالالالاوفية، جوانلالالالالالالاب ملالالالالالالان  الإنسلالالالالالالااني، التكفلالالالالالالال بالمر لالالالالالالا ى نفسلالالالالالالايا

 اجتهادات فلاسفة الإسلام.

 طب المسنين. المحور الثامخ  -

المسنون والمرض، ، التمريض وثقافة الرعاية، الطب والشيخوخة -

 دور المسنين والرعاية الصحية... ،الشيخوخة الناجحة

 .العناية مو ظل تظافر التقنن والبيولوجو   التا عالمحور  -

صلالااد والعنايلالاة، ايتيقلالاا اللالاذكاء الاصلالاطناعي، السلالاايبورغ ومسلالاألة ملالاا بعلالاد الاقت -

 الإنسانية...

  كاملة تقديم المداخذي

   2320 نوفمبر 25قبل  داخلاتترسل الم

 أخلاق العناية أو في الوجود المغاير
Ethique du care ou exister autrement 

Ethics of care or existing differently 



 

  ت دص ةذقة بموضوع المؤتمر ومو التدخل مو مال  يلق لكل ميارك    تنوي    

 .لمياركة.  للالعلمية  للمؤتمر وا ع النظر  مو قبوا  أو رفض   لجنةول

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 للملتقى  يةالشرف الهيئة
 

 2محمد لمين دباغين سطيفجامعة  مديرالرئيس الشرفي للملتقى 
 خير قشيالالأستاذ الدكتور/ 
 

 المشرف العام على الملتقى 
 

 ة عميد كلية العلوم الانسانية والاجتماعيالسيد   
 نصر الدين غرافتاذ الدكتور/  الأس

  لتفىرئيس الم

   عبد الغاني عليوةد. 
 رئيس اللجنة العلمية  

 د.اليزيد بوعروري
 المنسق العلمي للملتقى

 أ.أمال علااوشيش 
 ةأعضاء اللجنة العلمي

 المؤ سة الدفة ال م واللقب الرقم

 رئيس اليزيد بوةروري د.  01
 
  2 طي  جامعة  ا

 2 طي جامعة  ةضوا ب ةليوةغا د. ةبد ال 02

 2الجزائرجامعة  ةضوا أماا ةذأوشيشأ.د.  03

 2جامعة  طي  ةضوا ةبد الرزاق بلعقروز .أ.د 04

 2 طي جامعة  ةضوا زهير قوتاا .د.أ 05

 أدرار جامعة  ةضوا السعدي بخ أزواوأ.د. 06

 2الجزائرجامعة  ةضوا مسعود لبيوضأ.د.  07

 المسيلةجامعة  ةضوا الدراجو زروخوأ.د.  08

 2جامعة قسنطينة عضوا أ.د. ملمد جديدي 09

  2الجزائرجامعة  ةضوا أ.د. كماا بومنير 10

 2 طي جامعة  ةضوا أ.د.العمري  ر و  11

 جامعة  طي   ةضوا ةبد الكريم ةنياي أ.د.  12

 جامعة المسيلة  ةضوا ةبد المجيد مسالتن أ.د.  13

  2قسنطينةجامعة  ةضوا  أ.د. رشيد د دوح 14

 2 طي جامعة  ةضوا ةبد الحميد أومليلود. أ. 15

  عيدةجامعة  ةضوا  أ.د. ةبد الله موس ى 16

  1جامعة  طي  ةضوا  أ.د.  عدية بخ قبن 17

  أ.د.ملمد بخ  بع 18
 
 2جامعة قسنطينة ةضوا

 2 طي جامعة  ةضوا أ.د. شمس الديخ زواغو 19

 2 طي جامعة  ةضوا  أ.د. ةبد الحليم م،ور باشا 20

  2 طي جامعة  ةضوا  أ.د. ندير فنو  21

  اليل جامعة  ةضوا  أ.د. الميلود بلعالية دومة 22

 2جامعة  طي  ةضوا أ.د. هيام شراد 23

  أ.د.لزهر خلوة 24
 
 2جامعة  طي  ةضوا

  تيفائب الجامعو وهرانالمركز الإ  ةضوا خالد العياديد.  25

 1الجزائرجامعة  ةضوا ك،ينة بلقا مند.  26

 جامعة ةنابة  ةضوا د. جودي ةمران 27

 جامعة قالمة ةضوا  عودي كلوا د.  28

  تيزي وزو  جامعة ةضوا أرزقو مداحد.  29

 2 طي جامعة  ةضوا  د. اليري  زروخو 30

   2 طي جامعة  ةضوا د. لطيفة ةميرة 31

 2 طي جامعة  ةضوا  د. ةبد السذم ةمور  32

 

  د.الدوادي قرواز 33
 
 2جامعة  طي  ةضوا

   2امعة  طي ج ةضوا د. هبة مهنن  34

 2 طي جامعة  ةضوا ةبد النور لعذمد.  35

 2 طي جامعة  ةضوا لخضر قريس ند.  36

 جامعة ورقلة  ةضوا د. رياض طاهير 37

  2 طي جامعة  ةضوا  د. توفيق بخ ول،ة 38

 2 طي جامعة  ةضوا ةبد العزيز ركحد.  39

 2 طي جامعة و  ةضوا  د. نديرة بوطغان  40

  ذم بوز رةد.ةبد الس 41
 
 جامعة المسيلة ةضوا

  د.بو كر بكار 42
 
 2جامعة  طي  ةضوا

  هجيرة شبلود.  43
 
 2 طي جامعة  ةضوا

  د.شري  خاوة 44
 
 2 طي جامعة  ةضوا

  د.بوةذم بخ شري  45
 
 2جامعة  طي  ةضوا

   د. ندر الديخ بخ  راي 46
 
 2 طي جامعة  ةضوا

   د. مفتاح  عودي 47
 
 2 طي جامعة  ةضوا

  د. ةبد الحق مسعو 48
 
 2جامعة  طي  ةضوا

 2 طي جامعة  ةضوا د. العايب  يدر 49

 للجنة التنظيميةأةضاء ا

 المؤ سة الدفة ال م واللقب رقم

  د.شري  خاوة 01
 
 2 طي جامعة  رئيسا

 2 طي جامعة  ةضوا د. ن يل فنقاا 02

 2 طي جامعة  ةضوا  د. ةبد الفرام ندرالله 03

 2 طي جامعة  ةضوا  ة مرابطيند.  امي 04

 2 طي جامعة  ةضوا  د. يا ين كرام 05

 2 طي جامعة  ةضوا  د. ةبد النور بل،وشاي 06

 2 طي جامعة  ةضوا  د. ةبد الحميد الميلود 07

 2 طي جامعة  ةضوا د.كريم كر و  08

  د.لحسخ رزاق 09
 
 2 طي جامعة  ةضوا

  د.نور الديخ هميس ن 10
 
 2 جامعة  طي ةضوا

 2 طي جامعة  ةضوا  د. ةلو بو كرة 11

  د. عيدة خندا و 12
 
 2 طي جامعة  ةضوا

 المسيلةجامعة  ةضوا  د.ملمد طاهير  13

  لزهر ةزوز 14
 
 2 طي جامعة  ةضوا

 2 طي جامعة  ةضوا نورة داس ن 15

 2 طي جامعة  ةضوا  ةبد النور خلفة 16

 2 طي جامعة  ةضوا العربب جبير 17

  مسعوديةائية  18
 
 2 طي جامعة  ةضوا

 2 طي جامعة  ةضوا  ط.د.أمين طالبن 19

 2 طي جامعة  ةضوا  ط.د.فر اي ةماري  20

 معسكرجامعة  ةضوا  ط.د.نريمان كو ة 21

 2 طي جامعة  ةضوا  ط.لبنى مجرقو 22

 2 طي جامعة  ةضوا  ط.جيهان ق،قر  23

 2 طي جامعة  ةضوا ط.شيماء ما ع 24

 ةذم والتداالجنة الإ أةضاء 

 المؤ سة الدفة ال م واللقب رقم

  د.م،دي بونو ب 01
 
 2 طي جامعة  رئيسا

 2 طي جامعة  ةضوا  د. أمينة بكار  02

 2 طي جامعة  ةضوا ط.د. بو كر بقرار 03

 

 شروط المياركة

جب أن تكون ا ةماا المقتر ة أويلة لم يسبق ةرض،ا مو منا باي ةلمية، أو ةلل وفلاي ي -

 الفضاء الفتراض ن.

 .اشكاليات يجب أن يكون العمل مندرجا مو وا د مخ ملاور الملتقى، ويعالج جانبا مخ  -

 ن بالمائة.ل يمكخ بلي  اا مخ ا  واا قبوا المداخذي التن تتعدم  سبة القتبا اي فيها الثذمي -

يجب أن تلمل المداخلة ا م ولقب وا بها، والمؤ سة التن ينتمن إليها، وكتا المخبر، أو و دة  -

 البلث، وا م الميرف مو  الة طلبة الدكتوراه.

مو  10مو المتن، و حجم  14بحجم   simplified Arabicالكتابة مو اللغة العر ية ب ر  -

 فلة، وتكون قائمة المدادر والمراجع مو نهاية البلث.،والتهميش يكون آليا مو أ فل كل وال،امش

( 16تزيد ةخ  تة ةير ) ل  ( وأن10أل تقل ةدد وفلاي المداخلة ةخ ةير وفلاي ) -

 وفلة.

 :النهائيةمواعيد ال
 تاريخ الإعلان عن الملتقى.  2023 نوفمبر  09 -

 كاملةآخر أجل لاستقبال المداخلات   2023 نوفمبر  25 -

 من طرف اللجنة العلمية تلإبلاغ عن قبول المداخلا ا  2023 نوفمبر  30 -

  ا( 09ةلل الساةة ) 2023 ديسمبر  05 الثذماءبداية أشغاا الملتقى يوم  -
 
، وبا ا

، وةخ  عد ةبر مندة )
 
 (Google Meet  ضوريا

  زوالا  14.30على الساعة  ،2023 ديسمبر  06 الأربعاءنهاية أشغال الملتقى يوم  -

 
 التالي:على الرابط الاستمارة من خلال ملء  إرسال المداخلات

 

https://form.univ-setif2.dz/index.php/673399?lang=ar 

    www.univ-setif2.dzالرابط موجود على موقع الجامعة ملاحظة:

 للاتصال والمعلومات

 setif2.dz-a.alioua@univ  ةبد الغا ب ةليوة 

 setif2.dz-l.bouarouri@univ  اليزيد بوةروري 

 Angelguarde1972@gmail.com   أماا ةذأوشيش

 ال،ات   

213674085821 

 213658245263 

213668575078 

https://form.univ-setif2.dz/index.php/673399?lang=ar
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