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Abstract

Most conventional approaches to Authorship Attribution (AA) rely on statistical methods and classification
algorithms that utilize stylistic features extracted from textual document. These features may include lexi-
cal, syntactic, structural, and content-based markers that reflect an author’s unique writing style. In recent
years, Pre-trained Language Models (PLMs) have gained significant attention in the field of text classification.
While they have demonstrated strong performance on large-scale datasets and short texts, their effectiveness
in scenarios with limited data—particularly in the context of Arabic Authorship Attribution (AAA)—remains
insufficiently explored. This study aims to evaluate the effectiveness of state-of-the-art Pre-trained Arabic
Transformer-based Models in handling imbalanced textual datasets, with a particular focus on the under-
represented domain of theological law, which has witnessed limited contributions in the context of AA. The
study addresses AAA using imbalanced corpora containing texts of varying lengths, extracted from several
books written by Arab authors who lived during the same historical period. We conducted several experiments
involving the fine-tuning of four Pre-trained Arabic Transformer-based Models: AraBERT, AraELECTRA,
ARBERT, and MARBERT. The obtained experimental results have shown that AraBERT achieved the best
performance in attributing texts to their respective authors.
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