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Abstract: This report critically analyzes the emerging legal
challenges and liabilities associated with the rapid development
and proliferation of artificial intelligence (Al) systems. The
research addresses the fundamental conflict between the
autonomous and self-learning nature of Al and traditional legal
frameworks predicated on direct human action and mens rea
(criminal intent). The report delves into the complexities of civil
and criminal liability, the black box problem, and the implications
for intellectual property, privacy, and cybersecurity. It provides a
comparative analysis of global regulatory approaches by
proposing a conceptual framework for a flexible and adaptable
legal system, this research aims to contribute to the academic
discourse on Al governance and to shape future policies.

Keywords: Artificial Intelligence (A.1); Legal Liability; Digital
Transformation; Legal Personhood; Governance.
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Introduction

The perception of the future has evolved with the
development of human thought, and based on the scientific
advancements, Al is now considered the topic of the age. It is the
most advanced technology currently, to the point that humans find
themselves simply keeping up with it rather than fully controlling
it. The accelerating pace of technological development and the
widespread use of Al technologies in various applications have had
a profound impact on many fields, making the discussion of this
topic an urgent necessity in legal, economic, political, and social
domains. Reality has shown that, despite the numerous benefits and
advantages of Al applications, their use has led to many problems
and harms. Al systems, which can work to improve healthcare or
increase efficiency in manufacturing and resource management,
also possess unprecedented capabilities for data breaches and the
use of algorithms that can cause fundamental problems.

Importance and Objectives of the Research

The importance of this topic lies in seeking the legal
framework for the uses of Al and defining the basis of legal
liability, which is constantly evolving with the accelerating pace of
technological development at both national and international levels,
to establish a legal framework that can keep pace with this
technological evolution. It is essential for legislators to start setting
legal controls before the full-scale deployment of Al mechanisms
to address the legal problems that may arise, especially in the field
of legal liability. This report aims to analyze the legal issues related
to Al accountability, exchange international expertise and best
practices in regulating smart technologies, and contribute to the
formulation of balanced legislative visions that ensure the
responsible and safe use of this technology.

Problem Statement and Questions

The use of Al systems in various fields has created unfamiliar
legal problems that go beyond the limits of traditional liability
based on direct human action. Self-learning software can now make
decisions that may result in material or moral harm, which raises
profound questions about the nature of legal liability. Should the
programmer or developer bear it? Or the owner? Or is there a need
to redefine the concept of liability to fit the new digital actor?

To answer this problem statement, this report addresses the
following questions:
e To what extent does legal liability arise from actions committed
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by Al technologies, and what is its legal basis?

e What are the dimensions of legal liability arising from the risks
and harms caused by Al technologies?

e What is the impact of using Al technologies on the law in its
various branches?

Hypothesis:

e The autonomous and self-learning nature of Al creates a
fundamental conflict with traditional legal frameworks based on
direct human action and intent. This conflict results in a liability gap,
making existing laws inadequate for addressing the harms caused by
Al and posing significant challenges to digital transformation.

¢ Traditional civil liability theories (negligence, product liability) are
insufficient due to the "black box" problem and issues of causation.

e The debate over granting Al legal personhood highlights a crisis
in the human-centric legal system.

e Al exacerbates legal challenges in intellectual property & privacy.

e A proactive, risk-based regulatory approach is more effective than
a fragmented, reactive one in governing Al.

Literature Review

Previous research has shown that AI has become an
important part of modern life, and many studies have addressed its
social impacts. Few have paid enough attention to the social effects
of Al robots dealing with humans, even though these systems may
replace humans in several fields. The existing legal studies on the
subject are often fragmented, focusing on specific aspects such as
liability or intellectual property. This report aims to fill this gap by
providing a comprehensive and systematic analysis that integrates the
various interconnected legal challenges of Al into a single framework.

Study Methodology and Structure

This report adopts an analytical, comparative, and forward-
looking methodology. It begins by defining the conceptual
frameworks of Al, then moves to examine its legal nature and
qualification in the context of both civil and criminal liability.

Following this, the report analyzes specific legal challenges in key

areas such as intellectual property, privacy, and cybersecurity.

Finally, the report provides a comparative study of global regulatory

models, including the EU Al Act and the US framework, concluding

with insights and recommendations for a future legal approach.
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1. Conceptual and Theoretical Framework of A.I
1.1. Definition and Historical Development of A.I
A.l is defined as the ability of a machine to perform cognitive
functions typically associated with the human mind, such as
perception, learning, reasoning, problem-solving, and even
creativity. Al is an umbrella term that covers a wide range of
technologies, including machine learning, deep learning, and natural
language processing. Al can be classified into four main types'.
eReactive machines: This is the most basic type of Al. These
machines do not possess any memory of past events but only
react to the present moment. They can perform advanced tasks
within a very narrow scope, such as playing chess, but are
incapable of performing tasks outside of their limited context.

eLimited memory machines: These machines have a limited
understanding of past events. They can interact with the world
around them better than reactive machines, like self-driving cars that
use their limited memory to make turns and monitor other vehicles.

eTheory of mind machines: This type represents an early form of
artificial general intelligence (AGI). In addition to their ability to
create representations of the world, these machines would also
have an understanding of other entities in the world. This type of
Al is currently far from being realized.

eSelf-aware machines: This is the theoretically most advanced
type of Al, possessing an understanding of the world, others, and
themselves. This is what most people mean when they talk about
achieving AGI, a goal that remains a distant reality.

The term "artificial intelligence" was coined in 1956 by
computer scientist John McCarthy during a workshop at Dartmouth
University. The concepts it describes today existed before that;
Alan Turing, the famous mathematician, introduced the idea of the
"imitation game" in his 1950 paper. Following this, AI went through
several phases of development, starting with Symbolic Al, which was
dominant until the late 1980s and relied on the use of symbols and
logical reasoning. This type of Al struggled with the complexities of
the real world. In contrast, neural networks, whose roots go back to
1943, have seen explosive growth in recent years, becoming the main
technology behind current developments in generative Al due to their
ability to learn from massive amounts of data’.

! Coursera Staff (2025) What Is AI? Definition, Uses, and Types, Coursera,
accessed 21/9/, https://www.coursera.org/articles/what-is-artificial-intelligence
2 What is Al? (2024) McKinsey, accessed 21/9/2025,
https://www.mckinsey.com/featured-insights/mckinsey-explainers/what-is-ai
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1.2.The Relationship Between Al, Big Data&Internet of Things

The relationship between Al, Big Data, and the Internet of
Things (IoT) is deeply intertwined. These technologies work
together in an integrated system, where IoT provides the devices,
Big Data provides the information, and Al provides the ability to
analyze that information. IoT is a network of physical devices
equipped with sensors and software that collect and exchange data.
These devices, such as sensors in smart agriculture,' or self-driving
cars, generate unprecedented, massive amounts of real-time data.
This huge volume of data is what is known as Big Data, which
cannot be stored or processed by traditional means®.

In this system, Al plays a pivotal role, providing the
necessary analytical tools and capabilities to extract useful insights
from the Big Data collected by IoT devices. Al enables devices to
learn from their environment and make decisions without human
intervention, which increases efficiency. For example, Al can
analyze data from sensors to predict machine failures in the
industry*, or to optimize water usage in agriculture’.

The legal challenges associated with Al are not isolated; they
are a direct result of this close interdependence. The massive
amount of data collected by IoT and processed by Al creates
unprecedented risks to privacy. Al systems need vast amounts of
data for training, and this data often includes personal and sensitive
information. The collection and processing of this data without a
clear purpose or explicit consent from users raises significant legal
challenges in the fields of privacy and data protection®.

3 Tran Anh Tu (2023) The Relationship Between Big Data and loT. Journal of
Computing and Electronic Information Management, Vol. 10, no. 3, p. 150-
154. https://doi.org/10.54097/jceim.v10i3.8768

4 Al in IoT: Enhancing Connectivity and Efficiency, Device Authority, accessed
21/9/2025, https://deviceauthority.com/artificial-intelligence-in-iot-enhancing-
connectivity-and-efficiency/

5 Sinem Sargin; Artificial Intelligence. Smart Applications and Sustainable
Consumption: A Theoretical Overview (2024) Journal of Economics Business
and Political Researches, Vol. 9, no. 25, p. 803-20.
https://doi.org/10.25204/iktisad.1461652

¢ Data Privacy and the Legal Implications of Emerging Technologies,
International Journal of Emerging Technologies and Innovative Research,
Vol.10, no 11, Nov. 2023, p. 219-240, accessed 21/9/2025,
http://www.jetir.org/papers/JETIR2311433.pdf
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Therefore, the legal problem is not limited to Al itself but
arises from its fundamental reliance on data produced by other
technologies. While traditional law focused on human action, it
now faces the challenge of determining liability in a chain of
interactions between multiple systems: an loT device that collects
data, an Al program that analyzes it, and an automated decision
that causes harm.

2. Legal Nature and Qualification of Artificial Intelligence

2.1. The Debate on Al Legal Personhood

The debate over granting Al legal personhood is one of the
most prominent legal problems stemming from technological
development. A legal person is defined as a natural or corporate
entity recognized by the legal system as capable of having rights
and duties.

Arguments for Legal Personhood: Some researchers
suggest granting Al a special legal personality, sometimes called
"electronic personhood" or sui generis, meaning of its own kind.
This proposal stems from the idea that self-learning systems that
can make autonomous decisions should be able to bear
responsibility for their actions. This solution is seen as a way to fill
the "liability gap" that arises when no natural person can be held
responsible for the harm caused by Al This argument clarifies that
legal personhood is not exclusive to humans but is a social and
legal construct previously used to grant corporations and legal
entities rights and duties’.

Arguments Against Legal Personhood: In contrast, most
legal scholars and legislators believe that granting Al legal
personhood is currently unacceptable. This rejection is based on the
principle that legal personhood is linked to essential human
qualities such as consciousness, intent, and the ability to distinguish
right from wrong, qualities that current Al systems lack. They
argue that considering Al a legal person could diminish the
responsibility of developers and operators, leading to legally
unsatisfactory outcomes. Current regulatory frameworks, especially
in the European Union, have rejected the idea of granting Al legal
personhood. This debate is not merely philosophical; it is a direct

7 Nadia Banteka (2024) Legal Personhood and Al: Al Personhood on a Sliding
Scale. In: Lim E, Morgan P, eds. The Cambridge Handbook of Private Law and
Artificial Intelligence. Cambridge Law Handbooks. Cambridge University Press,
p. 618-635. https://doi.org/10.1017/9781108980197.033
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response to the inadequacy of existing legal theories, such as tort and
agency law, to sufficiently determine liability for Al-induced harm®.

The existence of this debate itself reveals a fundamental crisis
in the legal system, as it faces a clash between its human-centric
nature and the reality of a new actor that possesses intelligence but
is not human. The rejection of this path by most jurisdictions
indicates a preference for amending existing laws rather than
creating a new "legal type."

2.2. Legal Capacity and Agency in the Context of Al

Given the refusal to grant Al legal personhood, some
researchers have resorted to qualifying it as a legal "agent" acting
on behalf of its human principal. Under this qualification, the
principal (the programmer, owner, or user) bears responsibility for
the harms caused by the Al similar to a principal's liability for the
actions of their agent. This approach faces significant challenges
due to the autonomous and unpredictable nature of Al systems.
While a human agent always has some degree of autonomy, their
actions remain within the ultimate control of the principal. In the
case of self-learning Al systems, they may act in ways that are
unpredictable or uncontrollable by the programmer or user’. This
makes it difficult to prove that the harm was within the human
principal's control. The problem is not the lack of human intent but
the impossibility of proving foreseeability or control, making the
traditional legal solution insufficient.

3. The Civil Liability Regime for Al-induced Damages
3.1. Challenges to Traditional Civil Liability Frameworks
Traditional civil liability frameworks, which rely on the
difficult proof of causality between an action and harm, are entirely
unsuitable for dealing with harms caused by Al.
Inadequacy of Negligence-Based Liability: Traditional
negligence law is inappropriate for determining Al liability because

8 Bart Custers; Henning Lahmann; Benjamyn Scott (2025) From liability gaps to
liability overlaps: shared responsibilities and fiduciary duties in Al and other
complex technologies. Al & Soc, Vol. 40, p. 4035-4050.
https://doi.org/10.1007/s00146-024-02137-1

% Al Systems and Liability: An Assessment of the Applicability of Strict Liability
& A Case for Limited Legal Personhood for Al, The St Andrews Law Journal,
Vol. 3 No. 1, 2023. https://doi.org/10.15664/stalj.v3i1.2645
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it is based on the "reasonable person" standard. This standard
requires proving that a reasonable person should have foreseen the
risk of harm and taken reasonable precautions to avoid it. But in the
case of autonomous, self-learning systems, it becomes nearly
impossible to prove that any person "should have noticed that
something was wrong"!®. This leads to unfair legal outcomes,
where victims may be left without compensation, or liability is
shifted to the closest party in the chain, even if they were not
actually responsible.
The "Black Box" Problem: It is the most prominent
challenge in civil liability. This problem refers to the fact that
complex Al systems, especially those using deep learning, operate
in a way that cannot be easily explained or understood, even by the
programmers who created them. This makes it extremely difficult
to prove a "defect" in the system or to establish "causation"
between the system's action and the resulting harm. As a result, the
plaintiff faces "excessive difficulties" in providing the technical or
scientific evidence needed to prove their case'’.
3.2. Product Liability and the Concept of a ""Defect"
Product Liability is one possible legal approach to determine
liability for AI harm. This theory, especially under the European
Product Liability Directive, faces significant challenges:
eDefinition of '"Product": The European Product Liability
Directive focuses on physical products in linear value chains.
Software that is not embedded in a physical device does not easily
fit this definition, leaving a legal gap'?.

eConcept of a "Defect": It becomes complicated with self-
learning systems. The system may cause harm while working
"exactly as intended", or it may become "defective" as a result of

10 Baris Soyer; Andrew Tettenborn (2022) Al and civil liability: do we need a
new regime?, International Journal of Law and Information Technology, Vol.
30, no 4, p. 385397, https://doi.org/10.1093/ijlit/caad001

' Megan Howarth; Katie Chandler; Philipp Behrendt (2025) Al liability: who is
accountable when Al malfunctions?, Taylor Wessing, accessed 21/9/2025,
https://www.taylorwessing.com/en/insights-and-events/insights/2025/01/ai-

12 Vibe Ulfbeck (2024) Product Liability Law and Al: Revival or Death of
Product Liability Law. In: Lim E, Morgan P, eds. The Cambridge Handbook of
Private Law and Artificial Intelligence. Cambridge Law Handbooks. Cambridge
University Press, p. 206-226. https://doi.org/10.1017/9781108980197.011
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its continuous learning process after being released!?.
eProposed Legislative Solutions: To address these issues, the

European Union has sought to update its legislative frameworks.

The proposed "new Product Liability Directive" aimed to expand

the definition of "product" to include software and Al, regardless

of how they are supplied'. The previously proposed "Al Liability

Directive" (which did not achieve political consensus) also

introduced "rebuttable presumptions" to help plaintiffs overcome

the difficulty of proving defect and causation.

3.3. The Role of Insurance and Risk Management
The legal uncertainty in the field of Al liability is not just a

problem for victims; it is also a significant barrier to innovation and
the adoption of these technologies. Companies and medical
institutions, for example, are hesitant to use Al tools due to the
unclear legal risks. This is where insurance comes in as a proactive
solution. Well-designed insurance policies can mitigate liability
risks and provide legal certainty for both developers and users. The
existence of an active market for AI liability insurance can
encourage the use and development of high-quality technologies
because insurance companies will be more willing to underwrite
products that are demonstrably safe and effective. This approach
reframes liability from a punitive measure to a tool for risk
management. The market itself acts as a regulator, pushing
developers to build more reliable and safer systems to make them
insurable. This creates a "virtuous cycle" where insurance leads to
reduced risks for companies, which in turn stimulates innovation
and competition, and fosters public trust in beneficial technological
advancements'”.

13 Mark O'Shaughnessy, Challenges in establishing liability for Al-driven
products: the limits of recent reforms, Dentons, 14/7/2025, accessed 21/9/2025,
https://www.dentons.com/en/insights/articles/2025/july/14/challenges-in-

14 Ibid.

15 Ariel Dora Stern; Avi Goldfarb; Timo Minssen; Nicholson Price (2022) Al
Insurance: How Liability Insurance Can Drive the Responsible Adoption of Al
in Health Care. New England Journal of Medicine Catalyst, Vol. 3, no. 4.
https://doi.org/10.1056/CAT.21.0242
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Challenges of Digital Transformation

Liability Basic Applicability | Main
Theory Requirements to Al Challenges
Proof of duty of | Highly Difficulty in
care, breach, | problematic proving
Negligence | harm, and human
causation negligence or
foreseeability
Proof of product | Applicable Defining
defect, harm, | with "product"
Product and causation modifications and "defect"
e e in self-
Liability learning
software
systems
Proof of harm | A possible | May stifle
Strict aI}d causation solut.ion in innovation
Liability without needing | specific cases and impose
to prove fault unfair liability
on developers
Proof that the | Limited Al's
Al was acting as | applicability autonomy
Agency an agent for a may make it
human act outside the
principal principal's
control
Attributing A new and su | Requires a
partial itable flexible legal
Shared responsibility to | approach framework to
Liability each party distribute
involved in the responsibility

system's lifecycle

4. The Legal Landscape of Criminal Liability for A.I
4.1. The Principle of Mens Rea and AI

The principle of mens rea (criminal intent) is one of the
fundamental pillars of criminal law, as a crime cannot be proven
without establishing a culpable state of mind in the perpetrator.
This concept, based on intent, knowledge, and negligence, is
fundamentally human. The core clash between Al and criminal law
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lies in the fact that a machine, by definition, lacks a mind and
cannot possess criminal intent!®.

The most common legal approach is to view Al as merely a
"tool" or a "sophisticated gun". Under this qualification, criminal
liability falls on the human who used the tool to commit the crime,
just as the responsibility for a murder falls on the person who uses
a gun, not the gun itself. The self-learning nature of Al and the
unpredictable capabilities it can develop make this traditional
approach insufficient.

4.2. Attributing Criminal Liability: The Developer, the User,
and the System Itself

Attributing criminal liability for harm caused by Al requires a
re-evaluation of the traditional roles of responsibility.
oeThe User: In cases where Al is used deliberately to commit a

crime, liability falls directly on the user. This includes "malicious
interactions" aimed at producing illegal content or facilitating
other criminal activities like fraud or information manipulation'’.

eThe Developer: Attributing criminal liability to developers is a
more complex matter. It is difficult to determine whether a
developer could have foreseen the misuse of a self-learning
system. While some argue that exempting developers from any
criminal liability could lead to '"highly negative social
consequences", others believe that holding them responsible for
predicting all potential harms could stifle innovation
unreasonably. Some researchers believe that attributing
responsibility to developers is unjustified, especially in the case of
strong Al that has the ability for self-learning and conscious,

volitional behavior!®,
eThe Al Itself: Although this is a controversial proposition, some

16 Hakan Kan (2024) Criminal liability of Al from the perspective of criminal
law: an evaluation in the context of the general theory of crime and fundamental
principles, International Journal of Eurasia Social Sciences, Vol. 15 no. 55.
https://doi.org/10.35826/ijoess.4434

17 Beatrice Panattoni (2025) Generative Al and criminal law. Cambridge Forum
on AI: Law and Governance. Cambridge University Press,
https://doi.org/10.1017/cf1.2024.9

18 Roman Dremliuga; Natalia Prisekina (2020) The Concept of Culpability in
Criminal Law and Al Systems, Journal of Politics and Law, Vol. 13, No. 3.
https://doi.org/10.5539/jpl.v13n3p256
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academic studies suggest that Al may, in the future, be capable of
bearing criminal liability!®. This idea is based on the ability of
strong Al to exhibit self-learning and conscious, volitional
behavior. These discussions, even if hypothetical, highlight the
view of the scientific community that Al's capabilities may
exceed being merely a tool.
4.3. The Role of AI as a Tool or Agent in Criminal Activities
The involvement of Al in crimes can be categorized into two
main groups:
eMalicious Interactions: Where Al is deliberately used as a
means to commit a crime. This includes fraud, creating illegal
content such as deepfakes, and its use in terrorist activities?’.
eDangerous Interactions: These are unintended harms that may
arise from a user's misuse of the system, its automatic behaviors,
or overreliance on its decisions?!.
The legal system's struggle to adapt to crimes committed by
Al is, in essence, the old problem of "agency" in new clothes. Al's
ability for self-learning and unpredictable automatic behaviors
turns this problem from a simple agency issue into a "black box
agency" problem. This development poses a new challenge for
criminal law: it no longer deals with a simple tool but with an actor
that is not a person yet is more than just a tool.

5. Legal Protection and Challenges in the Digital Age
5.1. Intellectual Property Rights and AI-Generated Content
The intersection of Al with intellectual property (IP) laws
represents one of the most dynamic and impactful legal debates.

e Authorship and Copyright: The main question is whether
content generated by Al can be protected by copyright. The U.S.
Copyright Office and courts hold that human authorship is a
fundamental requirement for this protection. A court in
Washington D.C. affirmed this position in August 2023. The line
between human authorship and automated content is still "blurry".
If a human provides a "significant creative input," such as editing

or arranging, the work may be eligible for protection®?.

19 Hakan Kan. Op.cit.

20 Beatrice Panattoni, Op.cit.

2 Ibid.

22 Negar Bondari (2025) Al, Copyright, and the Law: The Ongoing Battle Over
Intellectual Property Rights, accessed 21/9/2025,
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e Al Training and Copyright Infringement: Major Al companies
face lawsuits alleging that they illegally used copyrighted
materials to train their models. This raises a debate about the "fair
use" doctrine. Defendants argue that using copyrighted material
for training is similar to human learning and falls under "fair use"
because it does not result in a direct copy of the original work. In
contrast, plaintiffs argue that Al outputs often closely resemble
existing copyrighted works, which undermines the "fair use"
defense®.

This debate reflects a deep economic conflict. Al developers
need vast amounts of data, often copyrighted, to train their models.
They argue that this use is "transformative" and should be protected
under "fair use." In contrast, creators and artists see this as an
existential threat to their economic viability.

5.2. Privacy and Data Protection in Al Systems

Al systems exacerbate existing privacy risks by enabling
mass surveillance and data collection on an unprecedented scale.
These systems can infer sensitive information from seemingly
harmless datasets, bypassing the need for explicit consent?.

e Algorithmic Bias: Algorithmic bias is a serious problem, as Al
systems tend to perpetuate existing social and racial inequalities
due to biases in the training data. This can lead to discriminatory
outcomes in fields such as employment, loan applications, and
law enforcement. The problem is not a technical glitch but a
direct reflection of historical and social inequalities encoded in
the technology®®. Addressing bias in Al forces us to confront and
correct our own societal biases.

eThe Role of Regulations: Regulations like the EU’s General
Data Protection Regulation (GDPR) and the California Consumer

https://sites.usc.edu/iptls/2025/02/04/ai-copyright-and-the-law-the-ongoing-
battle-over-intellectual-property-rights/

2 Ibid.

24 Kalada Nonju; Agent Benjamin Thua-Maduenyi (2024) The Impact of Al on
Privacy Laws, International Journal of Research and Innovation in Social
Science, p. 2150-2174. https://dx.doi.org/10.47772/1JRISS.2024.8090178

25 Katharine Miller, Privacy in an Al Era: How Do We Protect Our Personal
Information?, Stanford HAI, 18/3/2024, accessed 21/9/2025,
https://hai.stanford.edu/news/privacy-ai-era-how-do-we-protect-our-personal-
information
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Privacy Act (CCPA) are essential to balance innovation with
privacy protection. These laws impose requirements on how data
is collected, processed, and stored, and they compel organizations
to ensure their systems comply with these regulations?®.

5.3. Cybersecurity and the Dual-Use Nature of Al

Al has a dual-use nature, it can be used for both defense and
offense in cybersecurity. The offensive capabilities of Al are
particularly dangerous, as autonomous systems can adapt and
evolve in real-time at a speed that exceeds human control. This
raises complex legal issues regarding accountability for autonomous
cyberattacks. Due to the blurred line between human and machine
decisions, it becomes difficult to attribute responsibility for
collateral damage or system failures. Legal frameworks must adapt
to address these new risks, including the need for transparency,
oversight, and liability mechanisms for Al systems®’.

5.4. The Challenge of Proof and Causation

The black box problem is a comprehensive legal challenge
that is not limited to civil liability. It complicates the ability to
prove a defect, determine causation, and attribute accountability in
various legal contexts. This difficulty in proof not only hinders
civil and criminal liability cases but also adds complexity to cases
of intellectual property infringement and challenges of algorithmic
bias?®.

The "black box" problem reveals a deeper epistemological
crisis for the law. Legal systems were built on principles of
evidence, traceability, and causality. When technology operates in
a way that is inherently untraceable and opaque, it challenges the
very foundations of how law works. This necessitates a shift in
focus from how harm occurred to focusing on the risks the system
poses, regardless of its internal workings.

26 Manikanta kumar Kakarala and Sateesh Kumar Rongali (2025) Data Privacy
and Security in Al. World Journal of Advanced Research and Reviews, Vol. 25,
no. 3, p. 555-561. https://doi.org/10.30574/wjarr.2025.25.3.0555

27 Amit Jaiswal; Prakash Chandra Mishra (2024) Al and cybersecurity law: legal
issues in ai-driven cyber defense and offense. ShodhKosh: Journal of Visual and
Performing Arts, Vol. 5, no. 6, p. 555-559.
https://doi.org/10.29121/shodhkosh.v5.16.2024.4144

28 Mihai Stefdnoaia; Mihaela Rus (2025) Al in crime prediction: current trends
and challenges, The Proceedings of World Conference on Security Studies, Vol.
2 No. 1, https://doi.org/10.33422/worldsecurityconf.v2il.1189
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6. Global Regulatory Frameworks and Future Directions
6.1. Comparative Analysis of National and International Approaches
The global regulatory landscape is diverse, with countries

taking different approaches to Al governance.

eThe EU AI Act: This law is the first comprehensive and binding
legal framework for Al governance in any major jurisdiction. The
law adopts a "risk-based approach". It prohibits Al systems with
"unacceptable risks," such as social scoring, and imposes strict
obligations on "high-risk" systems used in critical infrastructure,
employment, and justice?’. This approach is proactive and aims to
regulate Al before it causes widespread harm?°.

eThe United States: The US approach is described as fragmented
and non-binding. While important frameworks exist, such as the
"NIST AI Risk Management Framework" (NIST AI RMF) and
the "Blueprint for an AI Bill of Rights"’!, they lack legally
binding enforcement mechanisms®2. This approach focuses more
on innovation and self-regulation, providing voluntary guidelines
for companies®>.

oOther Approaches: Other countries have adopted different
approaches. Italy, for example, passed a comprehensive law that
imposes penalties on those who use Al illegally**. China, on the

2 High-level summary of the Al Act, EU AI Act, 27/2/2024, p. 1-6. accessed
21/9/2025, https://artificialintelligenceact.eu/high-level-summary/

30 The EU Artificial Intelligence Act: Up-to-date developments and analyses of
the EU Al Act, Future of Life Institute, 2025, accessed 21/9/2025,
https://artificialintelligenceact.eu/

31 OSTP, Blueprint for an Al Bill of Rights, The White House, accessed
21/9/2025, https://bidenwhitehouse.archives.gov/ostp/ai-bill-of-rights/

32 Grace Chintoh; Osinachi Segun-Falade; Chinekwu Odionu; Amazing Ekeh
(2024) Legal and Ethical Challenges in AI Governance: A Conceptual Approach
to Developing Ethical Compliance Models in the US. International Journal of
Social Science Exceptional Research, Vol. 3, p.103-109.
https://doi.org/10.54660/1JSSER.2024.3.1.103-109

33 Xinbo Huang; Zuryati Mohamed Yusoff; Mohd Zakhiri Bin Md

Nor; Mohamad Fateh Labanieh. 2024, The Legal Challenges and Regulatory
Responses to Al in China. Atlantis Highlights in Social Sciences, Education and
Humanities, p. 335-347. https://doi.org/10.2991/978-94-6463-352-8 26

3% Angela Giuffrida (2025) Italy first in EU to pass comprehensive law regulating
use of Al, The Guardian, accessed 21/9/2025,
https://www.theguardian.com/world/2025/sep/18/italy-first-in-eu-to-pass-
comprehensive-law-regulating-ai



https://artificialintelligenceact.eu/high-level-summary/
https://artificialintelligenceact.eu/
https://bidenwhitehouse.archives.gov/ostp/ai-bill-of-rights/
https://doi.org/10.54660/IJSSER.2024.3.1.103-109
https://doi.org/10.2991/978-94-6463-352-8_26
https://www.theguardian.com/world/2025/sep/18/italy-first-in-eu-to-pass-comprehensive-law-regulating-ai
https://www.theguardian.com/world/2025/sep/18/italy-first-in-eu-to-pass-comprehensive-law-regulating-ai

The Legal Maze of A.I: A Critical Analysis of Liability and the
Challenges of Digital Transformation Dr. Hadjab, Dr. Khodja

other hand, has taken a more centralized approach, with a Beijing
court granting copyright to an Al-generated image for the first
time.

e¢OECD: The Organization for Economic Co-operation and
Development (OECD) laid the groundwork for global Al
governance with its OECD Al Principles in 2019, which focused
on values such as transparency, accountability, and fairness®>.

The global regulatory landscape is characterized by
divergence, with the EU choosing a proactive, rights-focused
approach, while the US prefers a reactive, flexible model focused
on innovation. This disparity poses a challenge for international
companies and highlights a philosophical difference on the role of
government in regulating technology. Some jurisdictions prioritize
safety and rights at the expense of innovation, while others prefer
the opposite.
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Conclusion

This report demonstrates that the core challenge of legal
liability for Al lies in the tension between legal principles that are
centered on humans and a technology that operates beyond our
capacity for prediction and control. While traditional theories of
civil and criminal liability have failed to address the "black box"
problem and the complexities of causation, the global legal
landscape is slowly adapting by adopting proactive, risk-
management models.

The future path requires a shift in the legal mindset from a
reactive approach that addresses harms after they occur to a
proactive model focused on risk management from the design
stage. This calls for a combination of international cooperation to
establish unified standards, the enactment of flexible and adaptable
legislation, and a firm commitment to humanistic principles that
ensure Al remains a tool for progress, not a source of unforeseen
harm.
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Recommendations for a Progressive Legal Framework
To address the complex legal challenges posed by Al, experts

believe a comprehensive and forward-looking approach is necessary.

eFlexibility and Adaptability: Laws must be flexible and
adaptable to keep pace with the rapid rate of technological
development. Legislators should move away from rigid laws in
favor of principle-based frameworks that can be applied in
different contexts.

eInternational Cooperation: International cooperation is essential
to develop consistent standards and harmonize legal frameworks.
The absence of a unified framework is one of the biggest
challenges in Al governance.

eHuman-Centric Approach: Al governance should remain
human-centric, ensuring human oversight, transparency, and
accountability throughout the system's lifecycle.

eEncouraging Responsible Innovation: The goal is not to stifle
innovation but to guide it toward a responsible path that respects
human rights and dignity.
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